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Expectations and 
the Structure of 
Share Prices 
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July IfTd 

An Evaluation of Security 
Analysts' Forecasts 

Timothy Crichfield, Thomas Dyckman, and Josef Lakonishok 

ABSTRACT: Recent literature in accounting, finance, and economics often assumes 
that information can oe processed efficiently. Among tfie outputs of the processing 
activity are the presumably appropriate assessments of the underlying probability distribu­
tions for all important variables, and a good deal of the recent research assumes that 
observable realizations of the variables are drawn from these distributions. This paper 
provides evidence concerning the ability of selected Individuals, namely security analysts, 
to provide estimates of earnings per share after presumably processing the available 
information. Several aspects of the quality of analyst forecasts are examined. The study 
indicated, as expected, that analysts' forecasts become more accurate as the reporting 
date IS approached. Furthermore, the predictions of changes in earnings per share data 
contain no significant systematic bias. However, the authors do not find sufficient sup­
port for the expected decline in forecast variability among analysts as the reporting date 
is approached. 

THE subject of forecasting financial 
variables for firms has received wide 
attention recently, particularly since 

the Securities and Exchange Commission 
(SEC) announced in February, 1973, its 
intention to require that certain dis­
closures of forecasts be made public (see 
Gonedes, Dopuch, and Penman, [1976]). 
One aspect of these proposals was to 
require that if company officials report 
forecasts to outsiders, then these fore­
casts would have to be made public 
through filmgs with the SEC. Although 
the SEC has since altered its basic posi­
tion, the widespread interest in forecast 
disclosure remains. As Gonedes, Dopuch, 
and Penman (GDP) point out, the basic 
arguments in the debate concerning 
public disclosure of managements' fore­
casts revolve around two issues: (1) the 
extent to which required forecasts em­
body information useful for establishing 
equilibrium values for firms, and (2) the 
extent to which the proposed require­
ments are consistent with an optimal 

allocation of resources for society. GDP 
provide an empirical analysis of the first 
issue and some theoretical arguments 
pertaining to the second issue. 

One factor which may influence the 
information content as well as the de­
sirability—from a resource allocation 
perspective—of managements' forecasts 
is that security analysts also provide fore­
casts of company variables. If security 
analysts provide this service more effi­
ciently, one could question the desira­
bility of requiring company officials to 
provide forecasts. Of course, comparing 

The .authors wish to acknowledge Ihe helpful com­
ments ol Kemietii J. Boudreau.'i and Larry L. Lookabill, 

Timothy Crichfield is Assistant Pro­
fessor, Unicersity of California, Berkelev; 
Thomas Dyckman is Professor of Ac­
counting, Cornell University; and Josef 
Lakonishok is Assistant Professor, Tel-
Aviv University. 

Munnscfipi rt-ceii-eti Ji4t!e, /v , '7 
R m m i n m r i i ^ i i Ocluht r , i ')77. 
.4< li'pieci \ i j \ e-inher, l*i77. 

651 



Case No. 12-2400-EL-UN'C 
OCC-POD-08-051 Siipptemcntal attachment 
Page 172 of 378 

652 

the efficiency of managements' forecasts 
to those of secunty analysts is a difficult 
task. Moreover, any such comparison 
would have to consider not only the 
relative costs of forecasting but also the 
effects upon users' decision processes as 
different forecasting sources are con­
sidered. 

While it is difficult to assess the signifi­
cance of competing information alterna­
tives upon the decisions of market 
agents, it is possible to judge how well 
any of several information sources fulfill 
their stated or implied purposes. For 
example, an implied purpose of earnings 
per share forecasts provided by security 
analysts is to yield unbiased estimates of 
future earnings per share which would be 
useful for investors in assessing firms' 
equilibrium values. If such forecasts are 
found to contain systematic biases, then 
a minimum criticism of the forecasts is 
that users make adjustments to the fore­
casts that would be unnecessary in the 
absence of the bias. 

Our study is an attempt to assess the 
significance of any bias in the forecasts of 
earnings per share by security analysts. 
We are concerned with the performance 
of security analysts over a relatively long 
period of lime. This differs from most 
published studies of forecast accuracy 
(for example, Barefield and Comiskey, 
[1975]) which deal with relatively few 
points in time. However, by requiring 
extensive time series observations, we 
encounter data-gathering problems that 
did not plague other researchers. These 
data problems are discussed subse­
quently. 

FORECASTS OF EARNINGS PER SHARE 

Forecasting is one useful means for 
estimating the values of important vari­
ables under uncertainty. A forecast, or 
prediction, is simply a statement about 
an unknown event or events. Typically, 

The .Accounting Review, July 1978 

as is true in our case, they are future 
events. The forecast is useful if it influ­
ences the decision makers" estimates of 
the parameters of the relevant probability 
distribution.^ 

In the present study, we are concerned 
with secunty analyst (SA) predictions 
of earnings per share (EPS) figures for 
major corporations. The SAs have no 
direct control over the eventual reafiza-
tion of the prediction and, hence, follow­
ing Theil [1966], we might call these pre­
dictions anticipations.- The predictions 
made are single-valued point estimates of 
each firm's EPS for the current fiscal 
year. These estimates are based on pri­
mary accounting earnings before extra­
ordinary items and, where necessary, 
these EPS figures have been adjusted for 
stock splits and dividends. The assump­
tion is that SAs attempt to predict a 
normahzed figure free from the impact 
of non-recurring factors and unaffected 
by company distributions. Cragg and 
Maikiel [1968, p. 68] offer supportive 
evidence for this assumption. We will 
evaluate the accuracy of these forecasts 
as compared with predictions from alter­
native statistical models. 

We will consider also whether point-
estimate forecasts of EPS by SAs lead to 
efficient parameter estimates for the 
underlying probability distribution when 
considered together with the existing set 
of information available to the market. 

' The notion of usefulness here ignores the tost ol the 
forecast. While it is simple enough to state that the ibre-
cast's cost should be less than the benefit obtained, ihis 
is not easily done. The difficulties aiise not only because 
of measurement problems, but also because it is not easy 
10 establish who bears the costs. Further, the costs and 
benefits may fall selectively across individuals creating 
the problem of measuring the impact ofweallh transfers. 

' The anticipanons of SAs may reilect the predictions 
by a firm's managers. Furthermore, there may be an 
uttempt by managers to make their own predictions 
come true. This could reflect on an evaluation of S.As' 
l~orecasts. Nevenheless, the lack of a direct elTect still 
remains. 
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This is the second objective of a useful 
forecast as discussed above. We now turn 
to a discussion of the means by which 
such an evaluation can be made. 

Forecasts are based on ex ante assess­
ments. Recognizing the uncertainty in­
herent in the process, the eventual reali­
zation can be treated as an observation 
on a random variable. Forecasters, and 
in particular SAs, should not, then, be 
expected to predict the realizations pre­
cisely. Rather, they can be expected to 
predict the parameters, such as the mean, 
of the probability distribution governing 
the random variable. We would, then, 
expect the actual realization to differ 
from this mean predicted value. 

This discussion implies that a relatively 
long time span is required to test the 
ability of SAs to estimate the mean of 
the EPS distribution. If true, studies 
based on a comparison of realizations 
with forecasts over a short time horizon 
are likely to be deficient. We should not 
expect to predict the actual observations 
with perfect accuracy.^ 

The discussion further implies that if 
we can assume the mean of the proba­
bility distribution to be stable over time, 
the predictions should, on average, be 
very close to the mean of the true prob­
ability distribution. This suggests in 
turn that there should not be a systematic 
bias in the predictions."^ Moreover, if 
essentially costless information is avail­
able to the forecaster, it should already 
be impounded in the forecast. It should 
not be possible to improve on the predic­
tions by incorporating such data as, for 
example, predictions based on statistical 
models incorporating past realization 
data. Our tests will reflect these ideas. 

DATA BASE 

The basic source of data for this study 
was selected copies of the Earnings 
Forecaster (EF), published by Standard 

653 

and Poor's. Our data cover forecasts for 
the period from 1967, when the EF was 
first published, to 1976. The same publi­
cation also provides actual EPS data.' 

The EF is published bi-weekly and con­
tains annual EPS forecasts for several 
hundred companies. Over 50 different 
investment firms are responsible for 
these forecasts. There may be from one 
to ten or more forecasts for a single firm 
in each issue. 

Due to the nature of the available data, 
the firms used in this study could not be 
selected in a truly random fashion. In­
stead, we were constrained to select 
several consecutive pages at two different 
starting points in the last issue of the EF 
for each month from January, 1967, 
through May, 1976. Thus, we obtained 
data for 113 consecutive months. Firms 
for which forecasts did not appear in 
every year of the EF were deleted from 
the sample. But a firm was not deleted if 
data were missing only for some months 
in a given year; hence, missing data 
points were a problem for some firms. 
We will discuss this problem in more 
detail subsequently. 

The final sample consisted of 46 firms. 
Where more than one forecast was pre-

' See Basi, Carey, and Twark [1976] for an example. 
Furthermore, at any point in time, forecasis for all com­
panies may be cross-sectionaily correlated due lo ag­
gregate market events. Thus, there may be a tendency for 
all forecasis to be either optimistic or pessimistic. 

~ fheil f 1966, p. 14], based on certain macro economic 
data, slates that "generally speaking, forecasters tend to 
be between ihe limits of naive no-change extrapolators 
and perfect predictors in the sense that ihey underesti­
mate changes more frequently than they overestimate 
them." Studies involving earnings forecasts have not 
been consistent with this statement by Theii. .McDonald 
;!973. p. ai9J and Barefield and Comiskey [1975, p. 
244] both observed "a persistent optimistic bias.'aSince, 
during the periods covered in these two studies, earnings 
and EPS tended to increase, th.e result is an oversstiir,,a-
tion ofthechange.) 

' .Actual EPS data for some firms in 19''6 were ob­
tained from The Wall Street Journal and .Annual Re­
ports since they were not included in copies oftiie Earn-
iiujs Forecaster available to us at the time of the analysis. 
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sented in a single month for a given firm, 
the mean forecast was used. This was 
necessary due to the complexity of at­
tempting to track particular analysts 
over long time periods. Thus, we are 
examining the forecasts of analysts as a 
group. We also calculated the standard 
deviation of the forecasts among analysts 
in each month. 

The analysis for each firm in each year 
used 13 months ofpredictions rather than 
12. This was done because forecasts are 
made in the month following the end of 
the firm's fiscal year but before the actual 
EPS figure is released. For example, a 
firm with a fiscal year ending June 30, 
1971, would have forecast data for that 
same year from July, 1970, through July, 
1971, inclusive.^ In total, but subject to 
missing observations, we have 13 monthly 
predictions on each firm for each of 10 
years; a total of 130 predictions for each 
firm.' 

Because the firm selection process was 
not random, it is possible that some se­
lection bias exists for at least two reasons. 
First, there may be an industry bias 
created by industry clustering in the 
alphabetical listing tised by the EF. Table 
I provides a distribution of the 46 sample 
firms by industry. We also know that 
most firms have December 31 fiscal 
years. Sixty-eight percent of our sample 
firms also have December 31 fiscal years. 
Although we performed out analyses 
separately for calendar year firms and 
non-calendar-year firms, there were no 
pronounced differences in the separate 
analyses, and only the analyses for all 
firms regardless of fiscal year are pro­
vided here. 

Second, there is likely to be some 
sample bias due to the limited coverage 
of firms by companies providing forecast 
data. This bias is toward a greater cover­
age of large and somewhat older firms 
that have had forecast data reported for 

TABLE 1 

iNntJ.STRY Cl.AKSiFlCA nO.S' 

( i Digit .SIC Code) 

liuhnirv 
Sumher of 
Companies 

Minimi 
Metal Milling I 
Oil and Gas Extraction 1 

Moimtaetariihj 
Food and Kindred Products 1 
Textile Mill Products 1 
/Kpparel and Other Fabrics i 
Furniture and Fi.xtures 1 
Paper and .Allied Products 1 
Chemicals and .Allied Products 6 
Stone. Clay, Glass, and 

Concrete Products 4 
Primary .VIetal 6 
Machinery. Except Electrical 5 
Instruments: .Measuring. Photographic, 

Optical Medical. 
Watches and Clocks ! 

Trarsporlation. Coimmtnicaiion. aiui 
Otiier Fuhlic Ctilities 

Transportation 1 
Electric. Gas. and Sanitation 7 

Retail Trade 
General .Merchandise Stores 
Food Stores 
.\pparel and .Accessories 

finance. Insurance, and Real Estate 
Holding and Other Investment 

Companies 

Services 
Business Services 

Total 

3 

1 

•1 

1 

46 

=̂ 

the ten years used in this study. For this 
reason, any conclusions obtained from 
this research apply, strictly, only to those 
firms covered by the EF. Extrapolation 
to larger populations should be made 
with care. 

^ Occasionally, the forecast data occur before July, V ;ccasioiiauy. luc ioict 
I97t), and after July. 1971. 

' if a firm changed fiscal years, all observations before 
the change were treated as missing observations. 

file:///pparel
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THE ANALYSIS 

Following Theil's approach, we use the 
mean-square prediction error to evaluate 
the goodness of any forecast.'̂  Summing 
over all sample firms for a given point in 
time vields: 

P , , = ln(P*, - .4r_ , ) (2c) 

1 
I p* -4*)^ (1) 

' J = i 

where Pf is the predicted level of EPS for 
firm 7; and AJ is the actual level of EPS 
for firm./. 

If these prediction errors {i.e., P* - .if) 
can be considered random variables, then 
the results from (1) can be used to formu­
late probability statements concerning 
predictions. Standard statistical tools 
invariably require that successive ele­
ments in any summation be independent. 
This assumption, however, is unrealistic 
if the forecast errors are measured in 
terms of levels of EPS. As the level of 
EPS increases in absolute magnitude, we 
should expect analysts' forecast errors 
likewise to increase in absolute magni­
tude. In a cross-sectional sense, perform­
ance measures which evaluate differences 
between the levels of forecasted EPS and 
the levels of actual EPS would be biased 
against firms with high absolute levels of 
EPS and biased in favor of firms with low 
absolute levels of EPS. This would make 
empirical results based upon such mea­
sures difficult to interpret. 

For these reasons, we chose to work in 
terms of percentage changes in EPS. In 
order to avoid asymmetry problems, per­
centage changes are measured as log 
relatives of EPS {e.g., using log relatives, 
a change in EPS from S2.10 to $2.00 is the 
negative of the change in EPS from $2.00 
to $2.10). 

Specifically, we define: 

A, = ln{Ar-^ Ar-i) 
P , ^ l n [ P f , ^ A * . , ) 

where; 

,4, is the actual log relative EPS 
from year t - 1 to year f; 

P,, is the analysts' prediction of the 
log relative EPS from year f— 1 
to year f for the prediction made 
in month i, j= 1, 2, • • •, 13; 

P„^ is Pj, for the /cth statistical fore­
cast model (to be specified in the 
next subsection); 

,4* is the actual EPS in year C; 
P* is the mean of the analyst pre­

dictions of EPS for year f for the 
predictions made in month f; and 
is the prediction of EPS for year t 
using model k where the predic­
tion is made in month /. 

p * 

(2b) 

The quality of the analysts' forecasts 
can be evaluated using Theil's [1966] Û -
statistic given in the following form; 

n 

'-'ilk.— 2^ ^"jU ~ • ^ j j " 

- i {Pm - '4;,)' (3) 
./ = i 

where: 

Ulî  is computed using cross-section­
al data for j = 1, • • •, M firms for 
every month i in year t (for which 
forecasts were made) with model 
/c as a standard. If the average of 
the analysts' predictions for each 
firm in month / were to be exactly 
realized, then (P;,,-.4,-,) will be 
zero for all firms and so will 
Uf,i,. Increasing values of U-;,, 
indicate increasingly poor fore­
casting ability. 

' Use of the mean square error implies that the loss 
from an inaccurate forecast is synnnetrical and that the 
effect is captured by the square of the error. 
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Comparison Models 

.Analysts' forecasts ought to be com­
pared with a standard, namely with how 
well forecasts could be made using simple 
statistical models not based on the ex­
pertise of the forecaster. We have selected 
the following five simple statistical 
models for this comparison: 

1. fe=l: The naive forecast model: 
Last vear's EPS for firm / will be re­
peated. P*i=.4,*_i for all /. (We 
note that for model k = [ , P,-,i=0, 
for all I and t.) 

2. k = 2: A 3-year moving average: 
This year's EPS for firm j will equal 
the average EPS over the last 3 
vears 

p * _ 
i i l l — 

y 4* 

for all i. 
3. fc = 3; A quarterly model: Each 

quarterly reported EPS serves as an 
independent prediction of annual 
EPS. 

.4? i = 1 , 2 , 3 

p * _ I 
"i l3 — 1 

4Qu i = 4,5,6 

40, i = 7, 8.9 
40, , i = 10,11,12,13 

where Qj, is the EPS for the jth 
quarter of year t. 

4. k--=4: A quarterly model: Each 
quarterly reported EPS is averaged 
with previous quarters' EPS. 

/=1,2, 3 
( = 4,5,6 

i=7, 8,9 

j= 10,11,12,13 

A * 

\4Qu 

P?,^= 4 
Q u + Q . ; 

'Qu + Qit+Qi 
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quarterly reported EPS serves as a 
prediction of annual EPS after ad­
justing for the error in the previous 
vear. 

p * _ 

atr_ 1 i = 1,2,3 

4S„ + (.4*-i - 4 Q u - , ) 

i = 4, 5, 6 

422, + M,*-1-4^2 , - , ) 

/ = 7, 8,9 

423,+ ( . 4 r - i - 4 0 3 , - , ) 

i = 10. 11,12,13 

The above models were chosen as 
standards due to their simplicity and 
acceptance in similar forms in the litera­
ture. For example, model k = 3 was used 
by Green and Segall [1967], 

The numerator, I]l^i;j-'4y,)^, of 
Theil's U^ is the critical component. The 
denominator is merely a means of facili­
tating interpretation of the measure. 
Values of Uf,î  greater than one indicate 
that, on the average, forecasts using 
model k are more accurate than those 
made by the analysts. By decomposing 
this numerator several useful insights are 
obtained. The following specific decom­
position will prove most useful to our 
purpose.'' 

I {Pj,-Aj,f = n ( P , - A f 

5. k = 5: A quarterly model: Each 

+ n{s^ - r s j - + n{\-r^)s\ (4) 

where: 

Pi, and .A, are the mean values of P„ 
and A, 

Sp and s^ are the standard deviations of 
Pj, and A, and 

r is the correlation coefficient between 
the predicted and realized changes. 

' See Theii [1958, pp. 33-35] and Granger and New-
bold [1973. p. 46]. Granger and Newbold argue that 
Equation (4) is the more appropriate decomposition 
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Note that: 

y (Pj, - P „ U j , - A,) 

The interpretation of the terms in (4) is 
based on a model of the forecaster's de­
cision process. Suppose the forecaster 
regards any forecast as consisting of (1) a 
systematic and (2) a nonsystematic part 
of the realization. It would be reasonable 
for the forecaster to concentrate attention 
on the systematic portion. If the fore­
caster is able to predict the systematic 
portion exactly, then the realization, ,4,, 
can be viewed as consisting of the syste­
matic portion P,, and a random com­
ponent which has mean zero and which 
is independent of P,,. In this situation a 
regression of the form: 

.4, = a + pP,, + e,, (5) 

would show o! = 0 and fi=l . In other 
words, a regression of the actual change 
in EPS on the predicted change would 
detect no systematic bias.''' 

Now, since the residuals in |5) have 
zero mean, the mean values of A, and P;, 
are identical and the first term on the 
right of the equal sign in (41 should tend 
to disappear as predictors do a better job 
of evaluating the systematic proportion. 

Next it can be shown that: 

and if, in addition, /j= 1 then 

(6) 

_ ap 

5.-1 
and 

Under these conditions the second term 
on the right-hand side of (4) also tends to 
vanish as predictors improve. If analysts 
predict EPS without systematic linear 
bias, then we should observe a near zero 
and /] near one. 

Even if analysts' predictions contain 
bias, the worth of the forecast is not neces­
sarily destroyed. If the user can detect the 
bias and adjust for it, then the corrected 
forecasts will be just as useful as forecasts 
that contain no bias; however, the cor­
rected forecasts may (though not neces­
sarily) be obtained at higher cost than 
aibiased forecasts from analysts. If we 

assume that analysts' forecast bias is of a 
linear nature and constant over time, 
then users may use Equation (5) to ob­
tain estimates of a and /?. If the corrected 
forecasts a + /JP,, are used as the predic­
tions in Equation (4), then the right hand 
side would again reduce to f!(H-r').s^. 

For reporting the empirical results of 
our work, we divide each term on the 
right-hand side of (4) by the total to ob­
tain: 

n{Pi, - A.f 
= U' 

1 iPjit - Aj,y-

i ^ y ' jit ^ it I 
j = i 

n i l - r').s-i 

I (Pya - A, 

= Û  

^ j ; o 

( / a ) 

(7b) 

(7c) 

Hence L'•^-^ U^-b L'"= 1. 
It is our contention that Theil's de­

velopment of a forecast evaluation tech­
nique provides superior measures to 
those typically found in the accounting 
literature. 

Hypotheses 

1. Analysts' forecasts of EPS in any 

'" It should be noted that our tests result from cross-
sectional regressions. This was necessary in order to 
have enough observations for efficient parameter esti­
mates. The interpretation of the parameters is very 
similar to that which would result from time series 
regressions. 
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year are more accurate as the end of 
that year is approached. 

2. .Analysts predict changes in EPS 
without systematic bias. In terms of 
equation (5), a should be close to 
zero and ji should be close to one: 
furthermore U^ should be large 
relative to (7•'*'and (a'*. 

3. The standard deviations of the fore­
casts among analysts for any year's 
EPS will decline as the enid of the 
year is approached. 

RESULTS 

Tables 2-6 give Theil's U^ statistic for 
the five comparison models. In each 
table, the values given are 1 - I 'a Thus, 
unity represents a perfect forecast in 
these tables. The values of 1 — U^ are 
given for each year from 12 months prior 
to one month following the end of the 
fiscal year. The bottom row provides an 
average across ihe ten years used in the 
study. 

.Applying the Cox-Stuart [1955] Trend 
Test yields a significant upward trend at 
the 0.016 probabihty level for the years 
1967, 1968, 1970-1973, and 1975 in 
both Tables 2 and 3. The level of signifi­
cance is greater for the other years. The 
pooled observations in the last rows of 
the tables are significant at the 0.001 
probabihty level. These results are con­
sistent with improved analyst forecast 
accuracy over the year. 

When the statistical models incor­
porate quarterly EPS, however, the up­
ward trend is less pronounced. This can 
be observed in Tables 4-6. particularly 
Table 5. In Tables 4 and 6, the upward 
trend in forecast accuracy is fairly sig­
nificant, though the significance does not 
appear to be as strong as in Tables 2 and 
3. These results imply that, as the end of 
the year approaches, the analysts' pre­
dictions become increasingly better than 
the predictions given by models /c = 3 and 
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k = 5 but do not become increasingly 
better than the predictions given by 
quarterly model A; = 4. By noting that 
Table 6 contains more negative values 
than any other table, we conclude that 
model k = 5 was the most difficult of the 
five standards for the analysts to match. 
The large number of positive values in 
Table 2-6 provides evidence that the 
analysts performed well in terms of fore­
cast accuracy when compared to the per­
formance of the five statistical models. 

One explanation for the low values of 
I - U' (and consequent upward trend for 
the year) in the early months in Tables 2 
through 6 is that the statistical models 
used as standards assume that analysts 
have knowledge of the previous year's 
EPSinthefirst month of the current year. 
An examination of announcement dates 
for EPS in The Wall Street Journal Index 
revealed that less than 50 percent of our 
firms had announced the year's EPS by 
the end of the month immediately follow­
ing the close of the fiscal year." Nearly 
all firms had announced annual EPS by 
the second month of the subsequent year. 
In contrast, nearly all firms reported 
quarterly EPS within one month of the 
statement date. Thus the statistical mod­
els used for measuring analysts' forecast 
accuracy are somewhat biased against 
the analysts. In other words, that analysts 
do somewhat better than our tests sug­
gest. On the other hand, we have not 
examined all possible alternative models. 
There may well be simple stadstical mod­
els that do better than the ones we selected 
for comparison. Further, the appropriate 
statistical model may change over time 
and from firm to firm. Such ideas await 
further study. 

" It is. of course, possible that for sojme firms in some 
years, tiie EPS data may reach the market sooner than 
indicated by Tiie Wail Street Jmiinal Index. 
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T.».BLE 5 

TmiL's V': QUARTERLY MODEL* {I< = 4) 

Year 

1967 

1968 

1969 

1970 

1971 ! 

1972 

1973 1 

1974 i 

1975: 

1976 ; 

lO-Yeari 
Average! 

7 

0.314 

0,715 

0 804 

-0.422 

0.445 

0,930 

-0.608 

- 0 606 

0.414 

0.520 

0.2506 

8 

0.353 

0.723 

0.S15 

-0.321 

0.635 

0.949 

0.019 

-0.269 

0.594 

0.562 

0.4060 

9 

0.510 

0 766 

0.563 

-0.970 

0.680 

0.951 

0,167 

0.129 

0.679 

0.612 

0,4087 

Month** 

10 

-0.499 

0.482 

0.695 

-2.413 

-0.268 

0.831 

-0,454 

-0.234 

0.082 

0.555 

-0.1223 

// 

-0.272 

0.5"?0 

-0.073 

-1,886 

-0,0045 

0,801 

-0.189 

0.042 

0,187 

0.777 

- 0 0088 

12 

0,577 

0.575 

0.755 

-1.347 

0.151 

0.912 

0.119 

0.132 

0.372 

0.771 

0.3017 

/.J 

0 u40 

0.595 

0.798 

-0.477 

(.>.351 

0.941 

0.124 

0.240 

0,406 

0,380 

0.4498 

1 Significance 
1 Level of Trend 
'Cox-Stuart Test 

1 >0.500 
1 
; >o,5oo 

>0 500 

>0.500 

I >0.500 

; > 0.500 

; >0,500 

': >0,500 

I > 0.500 

! 0.344 

1 > 0.500 

* Unity represents a perfect forecast. I - V' is tabulated. 
** Months 1-3 are identical to the numbers in Table 2, and Months 4-6 are identical to the numbers in Table 4. 

Table 7 provides several additional 
measures of the ability of analysts to 
forecast EPS. Column I gives the mean 
absolute deviation (MAD) of the fore­
casts computed as: 

MAD,, 
1 " 
- y 

P - ,4 
' JU ' ^ ] l 

.4; 
(8) 

where the symbols are as defined follow-
lowing Equation (2). Decreasing values 
of MAD indicate increasing forecast ac­
curacy. Commencing with month 6, the 
values of iVlAD decline monotonically, 
providing further evidence that analysts 
show increasing forecast accuracy with 
time. 

Still further information on forecasters' 
ability is provided in columns 5 through 
9 of Table 7. Cross-sectional data for 
each month / = ! to 13 are used to fit 

equation (5) to the predicted values. 
Unbiased forecasts would be reflected by 
oCs insignificantly different from zero and 
/Ts close to one. Columns 7, 8 and 9 
provide the f statistics for the null hy­
potheses that a = 0, /?=1 and /J = 0 
respectively.'^ 

Due simply to the number of t statistics 
computed some are bound to be signifi­
cant. However, on the average, a is not 
significantly different from zero 
( r=±1.68 at the 0.10 probabihty level 
for a two-tail test given d.f. = 40), al­
though there is a tendency for a to be 
negative on the average. We are also 
not able to reject the null hypothesis that 
/S=l. The fact that the null hypothesis 

' - Column 10 gives the degrees of freedom for the ( 
statistics. The low value is due to the single year 1976 
when observations were available only up to May. 
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that /? = 0 can be rejected ( r=+2.08 at 
the 0.05 probabihty level for a two-tail 
test given d.f. = 21) indicates that, on 
average, analysts can predict the direction 
of earnings changes. These tests provide 
information which supports the hypothe­
sis that analysts predict EPS changes 
without significant systematic bias.'^ 
This evidence supports the second hy­
pothesis. 

Columns 2 through 4 of Table 7 pro­
vide the decomposition of U^ as given by 
equaiions (7a). (7b), (7c). As expected, 
and hypothesized, U'̂  constitutes a large 
fraction (between 76 to 85 percent) of U^ 
in every year. Hence, we conclude that 
most of the error in the forecasters' pre­
dictions is due to factors that could not 
be eliminated simply by applying a linear 
correction to the forecasts. This is again 
consistent with the second hypothesis. 

The third hypothesis concerns forecast 
variability. Specifically, we hypothesized 
that the variability among analysts' fore­
casts declines as the end of the year is 
approached. 

In Table 8 we provide specific infor­
mation on the variability of earnings 
forecasts among analysts in any given 
month. The mean standard deviation is 
given for each year and each month. The 
data are inconclusive. While there is a 
tendency for the variation to decline, the 
decline is uneven and often shows some 
increase in the middle months. The vears 
1969. 1971. 1973. and 1974 (4 of 10 years 
in the study) either do not show the 
anticipated decline or it is not significant. 

The Cox-Stuart Trend Test support 
the hypothesized downward trend at the 
0.02 probability level for 1967, 1972, 
1975and 1976;andat theO.l 1 probability 
level for 1968 and 1970. The information 
is not, in our opinion, sufficient to sup­
port the third hypothesis, and we can 
find no convincing explanation for the 
result. 

Table 8 also suggests that the standard 
deviation of the forecasts has tended to 
be higher over the last three years of the 
study, a result whose cause is unclear. 
Further observations and further analysis 
of these issues constitute part of our 
continuing research interest in analysts' 
forecasts. 

LIMITATIONS 

Data-gathering diflficulties are prob­
ably the most serious obstacle to under­
taking studies which evaluate analysts' 
predictions over long periods of time. 
.Although we were successful in gathering 
ten years of data, as can be seen in Table 
9, we were faced with missing forecasts 
for some firms in several months. While 
most of the cell values in Table 9 are of 
comparable size, this is not the case for 
1976. However, the analysis in 1976 is 
confined to non-December firms. Al­
though our separate analysis of Decem­
ber and non-December firms did not 
yield pronounced differences, there was a 
slight tendency for non-December firms 
to pose more difficulty for analysts (at 
least in our limited sample of non-
December firms). Therefore, the 1976 
data should bias our results against the 
analysts. Since our overall conclusions 
support the quality of analysts' predic­
tions, we can conclude that missing data 
problems probably did not seriously 
atlect our results. 

It would also be useful to investigate 
forecast-accuracy by industry. It may be 
the case that different industries pose 
ditferent forecasting problems for ana-

' '^The tendency for y lo be ne<.'a!!\e and l"or /;' to 
exceed one are not statislicalls siLniiricani. The results 
are inconsistent wnh the conclusion readied by Hare-
ticld and Comiskey 11976. p. 2-14] and .McDonald (i9;3, 
p. f'l'-l]. Boih of ihese studies report a persistent opti-
niisiic bias in the analysts' forecasib obseived. V\'e nine 
that iiieir methodology of evamining ilie percent of lore-
casts made which exceeded actual i> quite dilfereni irt.mi 
ours. 
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T.̂ BLE 9 
NUMBER OF AV.ML.MSLI; OasERVArio,\.s 

• 

Year \ 

1967 

i'm 

1969 

1970 1 

1971 

1972 

1973 

1974 

19̂ 5 

1976 

/ 

23 

30 

15 

18 

31 

26 

25 

1 
30 

130 

4 

2 

23 

.? 

23 

31 1 35 

25 

37 

40 

36 

=' 
Ty 

35 

5 

35 

40 

40 

36 

t] 

.;3 

39 

6 

4 

33 

38 

38 

40 

43 

40 

33 

37 

40 

6 

5 

29 

36 

34 

35 

38 

42 

36 

40 

40 

6 

Month 

6 

30 

37 

32 

42 

43 

39 

40 

7 

34 

36 

33 

38 

44 

35 

36 

42 43 

41 

6 

41 

6 

8 

35 

38 

36 

43 

45 

35 

35 

41 

41 

I 
1 

9 

37 

38 

33 

42 

44 

36 

41 

44 

42 

7 

10 

38 

3.? 

36 

41 

39 

36 

33 

45 

42 

// 

32 

34 

41 

38 

39 

40 

44 

44 

43 

7 

12 

3S 

5̂ 

41 

43 

43 

36 

37 

40 

43 

6 

13 

37 

32 

38 

37 

39 

39 

43 

45 

41 

1 

' 1 

lysts. Unfortunately, our data base was 
insufficient to perform a meaningful 
analysis by industry. Such an analysis 
was conducted by Richards [1976] who 
concluded "That there are significant dif­
ferences in forecast errors for ditferent 
industries and even for different firms 
within industries; however, the differ­
ences among analysts are not significant." 

CONCLUSIONS 

If security analysts' forecasts are to be 
useful, they should influence users' esti­
mates of parameters of appropriate prob­
ability chstributions. While we cannot 
provide direct evidence for this usefulness 
criterion, we are able to provide evidence 
that analysts' predictions are accurate in 
the sense that we have described. This 
provides indirect evidence concerning 
the usefulness of analysts' forecasts. 

Some specific results include the fact 
that analysts' forecasts become more 
accurate as the end of the forecast year 
approaches. .Moreover, these forecasts 

do not exhibit any significant systematic 
bias. We also find, using an approach 
developed by Theil, that the accuracy in 
the analysts' forecasts cannot be sub­
stantially reduced by linear correction 
models. Without addressing cost issues, 
however, we can make no statements 
concerning the efficiency of this activity. 

On the other hand, the expected de­
cline in the variability of analysts' fore­
casts as the end of the forecast year 
approaches is not supported by our data. 
In fact, there is some suggestion that the 
variabihty near the end of the year has 
increased in recent years. 

Finally, our results are consistent with 
a large body of empirical research which 
finds that the market reflects an etficient 
processing of publicly available infor­
mation.*'* 

'•• It should, perhaps, be mentioned that our work 
does not speak to the question of the relative accuracy u\ 
management versus analyst forecasts. We do not present 
any management forecast data in this study. 
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Professional Expectations; Accuracy and Diagnosis of 
Errors 

Edwin J. Elton, Martin J. Gruber, an(j Mustafa N, Gultekin* 

Abstract 
The purpose of this paper is to analyze the errors made by profcssiontil forecasters (ana­
lysts) in estimating earnings per share for a large number of firms over a number of years. 
We have demonstrated in a previous paper thai consensus (average) estimates of earnings 
per share play a key role in share price determination. In this paper, we examine con­
sensus estimates with respect to the following questions: (1) What is the size and pattern 
of analysts' errors? (2) What is the source of errors'.' (3) Are some lirms inore difficult to 
predict than others? (4) Is there an association between errors in forecasts and divergence 
of analysts' estimates? 

I, lntro(Juction 

Expectations play an imponant role in the theoretical literature of financial 
economics as well as in the day-to-day world of the investment community. E.x-
pectations as to the future dividend-paying capacity of the firm are often held to 
be a key variable In Ihe determination of share price. Almost every model of 
share valuation that has been proposed, whether part of a theoretical system or 
invented by a practicing analyst, requires estimates of earnings or ca,sh flow. The 
perceived importance of forecasts of next year's earnings to the valuation process 
can be seen from the fact that almost without exception, analysts at major broker­
age firms and financial institutions produce estimates of next year's earnings. 
Firms often (and, in fact, should) forecast earnings into the future as well as a 
inyriad of other variables. The potpourri of other forecasted variables differs 
from firm to firm, but forecasts of the next fiscal year's earnings per share are 
almost always produced. 

The purpose of this paper is to analyze the errors made by professional 
forecasters (analysts) in estimating earnings per share for a large number of firms 
over a number of years.' We have demonstrated in a previous paper that con-

' All three authors, New York University, New Ifork, NY I0(X)6. This paper won a prize from 
the Insiiiuie of Quantitative Research in Finance competitive paper competition for the year i 982. 

' See (21, (3], (51. and |81. Crichfield, Dyckman. and Lakonishok (4] use data on a larger num­
ber of forecasts over a long period of lime for a relatively small (46) sample of firms. This last article 
comes closest to the analysis in this paper. Sec |l I for additional discussion of related work. 
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sensus (^verage) estimates of earnings per share play a key role in share price 
determination. In this paper, we examine consensus estimates with respect to the 
following questions: 1. What is the size and pattern of analysts' errors? 2. What 
is the source of errors? 3, .Are some firms more difficult to predict than others? 
4. Is there an association between errors in forecasts and divergence of analysts' 
estimates? 

The first of these topics involves an examination of the average size and the 
time pattern of analysts' errors. The second topic involves an examination ofthe 
type of errors that analysts make. For example, what percent of the error in fore­
casting is due to an inability to forecast correctly the average growth rate in earn­
ings in the economy; what percent is due to the inability to forecast how well 
individual industries will perform; and what percent is due to an inability to fore­
cast how well individual companies will do? The second topic also examines 
other forecast characteristics, The third topic involves an examination of the per­
sistence of errors over time, .Are there particular industries or companies for 
which it is particularly hard or easy to forecast earnings?^ The final topic in­
volves an examination of disagreement among analysts concerning forecasts and 
the relationship of this disagreement to the error in the consensus forecast. 

II, Sample 

Our data source was the 1/B/E/S database put together by Lynch, Jones and 
Ryan, a New York brokerage firm. Lynch, Jones and Ryan collect, on a inonthly 
basis, earnings estimates from all major brokerage firms on over 2.000 corpora­
tions. The earnings estimates are for each of the next two years. Lynch, Jones 
and Ryan publish a number of characteristics of these earnings estimates for each 
corporation followed. These include among others the arithmetic mean, median, 
range, and standard deviation of the estimates of earnings per share for each cor­
poration. 

For part of this study, we wanted to have earnings estimates prepared a 
given number of months before the end of the fiscal year to be at a common 
calendar time. This restriction means that all analysts would have access to the 
same macroeconomic information at the time these forecasts were prepared (N 
months before the end of the fiscal year). Because the majority of firms have 
fiscal years ending in December, only these firms were selected. 

Our second restriction was to include only firms followed by three or more 
analysts. We studied properties of consensus estimates of earnings. Requiring 
three analysts was a trade-off between a desire for a large sample and a desire to 
have the forecasts refiective of a consensus rather than of the idiosyncrasies of 

2 Crichfield, Dyckman, and Lakonishok |4] examine the size and convergent rate of errors as 
well as present one panitioning of sources of errors. Our study differs from theirs in .several ways. 
Our sample of firms is much larger (over 400 versus 46). We present more analysis of pattern of 
en-ors within years and the panitioning of errors. We analyze predictability of errors for individual 
firms and the relationship of difficulty of prediction lo error size. Their sample of years was larger 
than ours and they placed more emphasis on pattern of errors between succeeding years. 
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one or two analysts. Our final sample consisted of 414 firms lor each of the years 
1976, 1977, and 1978,3 

III, Size of Analysts' Errors and Their Time Series Properties 

Our first set of tests involved looking at the accuracy of analysts' estimates 
of earnings (and growth in earnings) and the change in the error with successive 
forecasts over the fiscal year. We used several different measures of analysts' 
errors. The first measure was the dollar error, defined as the absolute value of the 
difference between actual earnings and forecasted earnings, iff, is the earnings 
forecast made / months before the end of the fiscal year and A is the actual earn­
ings, then dollar error is 

The second measure of analysts' accuracy was the error in estimated 
growth. This is the metric that will be emphasized in the latter section of this 
paper. There is ambiguity in this metric if actual earnings were negative or zero. 
In addition, it firms with extremely small earnings were included in the sample, 
the average results would be dominated by these few observations. To avoid 
these problems, we excluded firms with earnings less than 200,'' Eliminating 
firms with negative earnings resulted in deletion of 21 observations and eliminat­
ing firms with very small earnings resulted in deletion of an additional nine ob­
servations out of a total of 1,242 observations. With last year's actual earnings 
denoted by Af_. the second error measure can be expressed as the difference be­
tween the actual growth and forecasted growth, or 

(2) |(/l/Aj-(f,/4J| for A,Â  > 0 

Our final measure was Theil's [10] inequality coefficient, Define the sub­
script i as referring to firm / and define' 

For Change For G row th 
in Earnings in Earnin.g.s 

Realized change R; = A; - A-,i_ R; - (,4,. - A,f)tA.̂ _ 
Predicted change P, = F„ - 4,-̂  P; = (E•„ - Â ^MÂ ^ 

•' A large /imouni of data checking was performed. We ran all Ihe normal .screens. Wc cross­
checked all Slock splits and stock dividends with CRSP and COMPU.STAT, As a further check on 
splits and dividends we used Moody's. In almost all cases, we were able lo resolve inconsistencies. 
Lynch, Jones and Ryan were very helpful in this process and we thank them. In total, wc deleted 11 
firms in which an inconsistency e.xisted. but we were unable lo check its accuracy. An example would 
be the appearance of a $16 forecast when all other analysts were forecasting about I64!. We elimi­
nated only finns with this type of extreme divergence in estimates. In praciite, we cither found this 
type ofexlreme estimate or an estmtate such as 364 that could be legitimaie and, hence, was retained. 

•" At several points in the analysis, the impact of including firms with earnings of less than 20(1 is 
discus.sed. The large impact of deleting firms with earnings of less than 20i can be seen by the fact 
that while only 30 out of 1242 observations were deleted, the mean square error in the analysts' 
estimates of growth was cut by more than one-half when these few observations were excluded. 

' .Sec |9 | andtlO|. Once again, firms with earnings less than 20e were dcleied when growth was 
examined. 
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Theil's inequality coefficient is 

,v 

(3) f/ = Zi^i-Pif/Xf^i 
..2 

One advantage of this measure is that it is scaled, A value of zero is associ­
ated with a perfect forecast. A value of one is associated with a forecast that on 
average has the same error as a "naive" no change forecast. 

.All the analysis in this article was done for alternative measures of error. 
.\ltemative formulations were employed because without knowledge of a poten­
tial user's loss function, one measure could not be singled out as best. Because 
the results ofthe analysis were sufficiently similar under alternative measures, in 
tnost cases the analysis is reported in terms of error in growth, and differences 
that ari,se from other measures are briefly noted. 

To analyze the time-series properties of errors in forecasts, we regressed 
each of our measures on time. The results are presented in Table 1. Month I is 
the month in which analysts prepared their last forecast of earnings per share for 
a tisca! year and month 12 is 12 months earlier. Thus, the positive regression 
slope^indicates a decrease in errors in forecasts over time. The most striking fea­
ture of Table 1 is the regularity of the decline in errors over successive forecasts. 
The reader might well anticipate a decline in error size over time, given that 
additional information is made available throughout the year. The high degree of 
association between error and time (over 99 percent in some cases) .shows that 
the decline in error is about the same size from month to month over the year. 

TABLE 1 

degressions of Mean Consensus Error on Time 

P = a + b T + e 

Dollar Error in Theil's Uin Theil's (Jin 
Error Grov/th Change Grov^th 

Overall 
1976 
1977 
1978 

a 
146 
144 
159 

.136 

b 

.036 

.035 

.036 
037 

ft2 

.997 
,996 
991 
994 

a 

,043 
048 
045 
,036 

b 

,013 
.015 
013 
.013 

fl2 

998 
998 
,991 
.993 

a 

083 
.038 
.164 
062 

b 

,054 
045 
,079 
,042 

fl2 

,990 
988 
,985 
,949 

a 

- 0 6 1 
- ,049 
- 077 
- 0 6 8 

b 

061 
,048 
081 
064 

fl2 

,947 
,944 
891 
.980 

The second striking feature of Table 1 is the similarity between years for 
most of our error measures, For example, the change in the error for different 
years between months was 3.5 cents, 3.6 cents, and 3.7 cents for dollar error. 
Using the Chow test, we cannot reject the hypothesis that the equations are the 
same at the 5 percent level of significance. Thus, one cannot reject the appropri­
ateness of pooling the observations across years. 

For error in growth, the decline per month was .015, .013, and .013 in the 
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three years. Once again, one could not reject the hypothesis that the regressions 
were the same in each year.^ Similar results held for other measures. 

Before leaving this section, some comments on the Theil inequality coeffi­
cient are in order, Theil's measure for growth ranged from .801 in month 12 
down to .055 in month I. This pattern implied that analysts forecasted better than 
the naive mode! of no change and that their forecasts became more accurate as 
the fiscal year progressed, 

IV. Error Diagnosis 

While the size and time pattern of analysts' error is interesting in itself, 
tnore can be learned about analysts' performance by diagnosing the source of 
analysts' errors. In this section, we examine two sets of error partitions; 

1. Level of aggregation—how significant are errors that are unique to each 
company in comparison with a more general level of aggregation? 

2. Forecast characteristics—are there recognizable patterns in errors? 

The partition results are for the mean squared error of analysts' estimates of 
the growth in earnings per share. The analysis also was performed in terms of the 
dollar change in earnings; when differences or similarities in the alternative me­
trics are sufficiently interesting, we comment upon them. 

The formula for the average mean squared forecast error in growth is 

^ 2 

(4) MSFE = 1 / A ' ^ ( P , - / ? j 

where 

P, is the consensus prediction of growth for firm i 
/?, is the actual of growth for firm ( 
/V is the nuinber of observations. 

Note that MSFE can be calculated for each month in which forecasts are pre­
pared. Thus, we have twelve values of MSFE for each year. We now examine 
the partitioning ofthe MSFE. 

A. Partitioning by Level of Aggregation 

Institutions differ in the way their analysts prepare forecasts for individual 
firms. Some institutions start with forecasts for the economy as a whole, then 
prepare industry studies, and finally prepare forecasts for individual firms (top-
down approach). Other institutions start with the forecasts for individual firms 

* Before eliminating firms with earnings less than 20i, we did not observe Ihis consistency from 
year to year in measures using growth, although the error declined from month to month. This incon­
sistency was caused primarily by a firm with earnings of U in one year causing an error in the 
thousands. For such a skewed sample, it is worthwhile examining Ihe median as a measure of central 
tendency. We did so, and the results similar to those shown in Table I were obtained, 
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and only after such forecasts are prepared, check with the economists' forecasts 
for macroeconomic consistency (bottom-up approach). Thus, it is useful to ex­
amine the level of aggregation at which serious errors are being made: are they 
made at the economy level, the industry level, or the individual firm level? 

The mean squared error of the forecasts can be partitioned as follows 

MSFE = I / .-Vy (p. -/?_.)" = { P - R ) + 1 / N ^ ( V , [ [p ._ p] - ( /? ,_/?) j ' 

(5) ' = ' y ,v i ' > ' ' 

+ ^^^tt[if'i-Pj)'{'r^)f 

where 

P is the mean value for P across all companies 

R is the mean value for R across all companies 

Pj is the mean value for P across all companies in industry / 

RJ is the mean value for R across all companies in industry^ 
J is the number of industries in our sample 

.Nj is the number of firms in industry;'. 

The first term measures how much of the forecast error is due to the inability 
of analysts to predict what earnings per share will be for the economy (actually 
for the total of firms in our sample). The second term is a measure of how inuch 
of the total error is due to the analysts' misestimating the differential perfor­
mance of individual indu.stries. The final term measures how much of the error is 
due to the inability to predict how each firm will differ from its industry average. 

By dividing both sides of equation (5) by MSFE and multiplying by 100, we 
express each source of error as a percentage of the total mean squared forecasting 
error. To perform this analysis, modification of our sample was necessary. In our 
earlier analysis, several industries were repre.sented by very few firms. Becau,se 
we are interested in errors in forecasting for industries as well as firms, for this 
part of our study we limited the sample to all industries containing seven or more 
firms. This restriction reduced our sample size to 225 firms. 

B. Partitioning by Forecast Characteristics 

The decomposition discussed above was designed to aid management in 
finding the level of aggregation at which mistakes were made. This section pre-
.sents a partitioning that looks for systematic errors in analysts' forecasts to im­
prove (either mechanically or through discussions with analysts) their forecasts. 
Error is partitioned into bias, inefficiency, and a random component. The parti­
tion is given by'' 

(6) MSFE =. (p - R f + ([ - ^ f s l + [i - p-)s l 

' This method of partitioning was derived by Mincer and Zamovitzl7). It is Ihe same method of 
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wheiie 

f3 is the slope coefficient of the regression of/? on P. 

p is the correlation of P and R. 

S„ is the standard deviation of P. 

.Ŝ  is the standard deviation of P. 

The first tenm represents bias, the tendency of the average forecast to over­
estimate or underestimate the true average. The second term represents ineffi­
ciency or the tendency for forecasts to be underestimated at high values of P and 
overestimated at low values, or vice versa. If the beta of actual growth regressed 
on forecasted growth is greater than one, forecasts are underestimates at high 
values and overestimates at low values. If beta is less than one, the forecasts are 
overestimates at high values and underestimates at low values. The final compo­
nent is the random disturbance term, a measure of error not related to the value of 
the prediction P or the realization R. 

C. Results 

The results of both decompositions are presented in Table 2. 

1. Partition by Level of Aggregation 

Table 2 presents the partition of MSFE, in percentage terms, by level of 
aggregation. Note that the error in forecasting the average level of growth in 
earnings per share for the econoiny is quite small and is below 3 percent of Ihe 
total error. Analysts on average make very little error in estimating the average 
growth rate in earnings per share for the economy. 

TABLE 2 

Partitioning of Percentage Error in Growth 

January 
February 
March 
April 
May 
oune 
July 
August 
September 
October 
November 
December 

Economy 

2,0 
2,2 
2,4 
2.1 
.2,5 
2.7 
2,8 
2,7 
2,7 
2.3 
13 
0.8 

Industry 

37.3 
36.8 
36.2 
33.1 
32.6 
29,4 
30 2 
30,6 
26,5 
26,3 
23,0 
15,5 

Company 

607 
61,0 
61 5 
648 
649 
67.9 
67.0 
668 
70.8 
71 5 
75.7 
83.7 

Bias 

1.0 
1 1 
1,7 
1,8 
2 2 
2,5 
2,6 
2,4 
2,4 
2,2 
1.6 
0.9 

Inefticiency 

27.4 
26.3 
14,2 
86 
7.8 
95 
5,7 
77 
3.5 
6.4 
34 
3.0 

Random Error 

71.6 
72.6 
84.1 
89.6 
90 0 
as.o 
90.7 
89,9 
89,1 
914 
95,0 
96,1 

partitioning used by Crichfield, Dyckman. and Lakonishok |4 | . CJur results differ from theirs in that 
ihey examine the log of growth and used a much smaller sample size. 
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The vast majority of error in forecasting arises from misestimates of indus­
try performance and company performance. The percentage of error due to in­
dustry misestimates starts as 37.3 percent in January and declines over time to 
15.5 percent. Similariy, the percentage of error due to misestimating individual 
companies starts at 60.7 percent in January and increases to 83.7 percent by De­
cember.» We already know (from Section III) that analysts become more accu­
rate as the fi,scal year progresses. Now we see that while analysts become more 
accurate in forecasting both industry performance and company performance, 
their ability to forecast industry performance grows relative to their ability to 
forecast company performance over the year. 

2. Partitioning by Forecast Characteristics 

Table 2 also presents the results of partitioning analysts' mean square error 
by forecast characteristics. It is apparent that bias is an extremely small source of 
error and in all months is below 3 percent.'' Note that inefficiency starts as a 
fairly imponant component of the error but its importance diminishes as succes­
sive forecasts are made. The percentage of error accounted for by inefficiency 
begins at about 27 percent for early forecasts and shrinks to 3 percent as succes­
sive forecasts are made during the year. The percent of error due to random error 
grows from 71.6 percent to 96.1 percent over the year. This initial importance of 
inefficiency is due primarily to the tendency of analysts to systematically overes­
timate the growth for high growth companies and to overestimate shrinkage in 
earnings for very low growth companies. This can be seen from the fact that the 
beta from equation (6) was below one for all three years examined.") This indi­
cates that a linear correction applied to analysts' forecasts of growth could im­
prove these forecasts. 

V. Relationship of Errors in Adjacent Periods 

Are the firms for which analysts make large errors in forecasting in one year 
the same as those for which they make large errors in the adjacent year? The 
answer to this question is cleariy yes. For both errors in change and errors in 
growth, we divided firms into five equal groups by size of error in each month for 
each year. We then examined whether a firm that fell into one quintile in a par-

' This analysis was repeated for the entire industry sample, including firms wnh earnings less 
than 20c, This increased the sample size from 215 to 225 in 1976 but resulted in an entirely different 
breakdown of error in growth. These firms had gigantic analysis' enors in terms of growth rate and 
because Ihey were not concentrated in one industry, the importance of industry error dropped 
markedly. The analysis al.so was repeated in terms of error in earnings change per share. The parti­
tioning is indistinguishable from that presenied in Table 2. 

» Note that the measure of bias used here is the same as the first term in the partitioning by level 
of aggregation. The numerical value is different because the sample is different. The analysis by level 
of aggregation used a subsample with heavy representation from a few industries. In this section, we 
use the full sample. However, note that with either sample the misestimate of average earnings is 
very small. 

'" When the en-or in forecasting earnings change was e.namined, beta was much closer lo one 
and the percentage error due lo inefficiency was much smaller. 
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ricular month in one year ended up in ihe same or adjacent quintiles that month in 
the next year, 

The tendency for firms to remain in the same quintile is statistically signifi­
cant in all cases (by a chi-squared test) at the I percent level. This is true whether 
the analysis is performed in terms of change in earnings or growth rates in earn­
ings. These results support the proposition that firms for which analysts prepare 
poor forecasts in any year tend to be the same firms for which they prepare poor 
forecasts in the subsequent year. 

Vi. Dispersion of Analysts' Estimates 

Up to this point, we have examined properties of estimates by consensus. 
The forecasts by consensus are an average of the forecasts produced by all ana­
lysts follosving that company. In this section, we examine some characteristics of 
the differences of opinion among analysts about a company's growth rate in earn­
ings per share. We use the standard deviations computed across different ana­
lysts' estimates of the same company's growth rate at a point in time as our mea­
sure of difference of opinion. We examine three topics in this section. First, does 
the standard deviation of analysts' estimates decrease over time? Second, do the 
analysts consistently make more diverse forecasts for companies in some indus­
tries than they do for others? Finally, is the divergence of opinion between ana­
lysts associated with the size of forecast error in the average (consensus) fore­
cast? When analysts disagree about the level of future earnings for any firm, a 
plausible reason is that earnings for that firm are difficult to forecast. If this is 
true, then a high standard deviation of forecasts by different analysts should be 
associated with a high error in the forecast by consensus. 

TABLE 3 

Average Standard Deviation of Analysts' Estimates of Growth 

Number ol Months 
belore December Overall 1976 1977 1978 

11 
10 
9 
8 
7 
6 
5 
4 
3 
2 

We now examine the first of these issues, the time pattern of the divergence 
of analysts' estimates. Table 3 presents the average standard deviation of ana­
lysts' estimates of growth for each month from January to December. Note that, 
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although there is some decline in the average dispersion as the estimates get 
closer to the end of the year, the dispersion is not uniform. Most of the decrea.se 
in dispersion across analysts occurs in the first four months of the year. From 
May on, there is only a slight decline and this decline does not occur in every 
month in either the combined three year analysis or in any individual year.'' The 
only other month of major decline occurs from November to December. Note 
that, while the standard deviation ofthe analysts' estimates is fairly stable over 
the last eight months of the year, the accuracy of the analysts' estimate by con­
sensus is markedly improving. Analysts are producing more accurate forecasts, 
but the disagreement between analysts is not shrinking. 

TABLE 4 

SIC Industry Name 

451 Air Transportation 
331 Sleel 
401 Railroads 
260 Paper and Paper Containers 
280 Chemical 
371 Automobile, Automobile Parts and Trucks 
291 Integrated Oil 
208 Beverages 
353 Machinery Construction and Oil Well 
602 Banks 
492 Pipelines and Natural Gas Distribution 
491 Electric Companies 
271 Newspaper and Magazines 
284 Soaps and Cosmetics 
631 Life Insurance 
357 Ollice and Business Equipment 
283 Drug 

Three digit industries ranked from (top) those industries for which analysts haa most 
disagreement about future earnings to those for which they had least (bottom). 

The second question we examined was whether the disagreement among 
analysts differed across industries. To test this effect, we first calculated the aver­
age standard deviation in analysts' estimates of growth for firms in each industry. 
This result gave us a measure of divergence of opinion of analysts' forecasts for 
each industry. We then calculated the Spearman rank correlation between the 
dispersion (standard deviation) of analysts' estimates for each industry in one 
year with the same measures in other years. When we compared the standard 
deviations for June estimates across the 17 industries for 1976 and 1977, the rank 
correlation was .63 and for 1977 and 1978 it was .79. The rank correlation be­
tween forecasts' dispersions for other months was similar. In all cases, the results 
were statistically significant at the I percent level. The industries we examined 

" Crichfield, Dyckman, and Lakonishok [4] found no significant pallem when they examined 
the same question. They found some tendency for a decrease but nol in all years. The number of 
analysts following the firm is fairly constant over the year. 
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are listed in Table 4 in order (from top to bottom) of tho,se with the greatest 
disagreement on average over the three years to those with (he least. 

The final question we examined was whether the error in the forecast by 
consensus of earnings growth was related to analysts' uncertainty about earnings 
growth. To study this, we used the absolute error in the forecast of growth for 
each company as our measure of error. We used the standard deviation of ana­
lysts' estimates in growth rates as our measure of analysts' uncertainty. For each 
month, we regressed the absolute error in the forecasts of growth against our 
measure of uncertainty of analysts' forecasts. This gave us a total of 36 regres­
sions.'^ 

The results of those regressions for every other month in each year are dis­
played in Table 5. From the full results, we see that Ihe t value associated with 
the regression coefficient was statistically significant in each of the 36 regres­
sions. There is a strong and significant relationship between error and uncer­
tainty. The median /?-.square was .40 with a range from ,13 to .77. Although 
there was no clear time pattern to the parameters of the regression relationship, 
the coefficient on analysts' uncertainty appeared to be smaller in the la.st two 
months of the year. 

VII. Suinmary 

In this paper, we have explored the characteristics of analysts' estimates of 
the growth rate in earnings per share. We have shown that, on average, over a 
wide variety of error measures, analysts' errors decline monotonically as the end 
ofthe fiscal year approaches. When we partitioned analysts' error we found that 
analysts were accurate in estimating the average level of growth in earnings for 
all stocks in our sample. The error in estimating company growth (with industry 
error removed) was larger (and in some months much larger) than the size of the 
error due to misestimating the level of industry earnings. When partitioning by 
source of error we saw that early in the forecasted year, analysts had a marked 
tendency to overestimate the growth rates of securities they believed would per­
form well and to underestimate the growth rate of companies they believed 
would perform poorly. We next showed that there is persistent difficulty in fore­
casting growth rates for some companies. If analysts on average have large errors 
when forecasting the growth of a company in one year, they are likely to have 
difficulty in the next year. 

Finally, we examined some characteristics ofthe divergence across analysts 
in their estimates of growth rates in earnings per share. Analysts tend to have 
greater divergence of opinion for the first four months of a year. However, there 
is no systematic decrease in divergence of opinion over the rest of the year. Ana­
lysts have greater disagreement about the growth of certain industries. They tend 

•̂  Regressions were also run between Ihe absolute dollar error in forecast and the standard devi­
ation of analysis' dollar forecasts. In addition, squared errors were examined. The resulls were con­
sistent with the resulls described in the text and reported in Table 5. The relationships were not quite 
so strong though still statistically significant and were more unstable. For example, when the relation­
ship was formulated in dollar values rather than growth, the median fi-square was .29 instead of .40. 
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to disagree more about the earnings of the same industries in different years. 
Finally, disagreement is related to analysts' enws. 
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The ptim proiidM •• meniew of Uw eyMeiicc Out kts accaamlsted on Hit 
properties iHT fiaanclil laslyils' forecasl* of eanifaigs. Among ihe properties ex-
mined are acanaer. ratfemlKy, and useftfocss for iattstots. The paper evateatca 
(he e*ideace and lis inqillcatioai for iafcstan and researchers and suggests ate-
mies foe fartlMf research in the area. 

1. INTRODUCTION 

No better {M'oof exists for the important role that earnings play in financial 
markets than the handsome livelihood derived by many proressionals From the 
production, analysis, and forecasting of earnings numbers. Investors have a keen 
interest in predicting future earnings: Stock valuation models commonly employ 
some measure of earnings as their major parameter. Earnings-per-share emerges 
from various studies as the single mcst important accounting variable in the eyes 
of investors. Gonedes [1974] provides evidence showing that the eamings-per-
share number (EPS) has the greatest information content of an array of account­
ing variaUes. He concludes (p. 49) that "our resulls seem to ascribe special im­
portance to the information reflected In the EPS variable, relative to other vari­
ables examined." in an extensive survey of hundreds of individual investors, 
institutional investors, and financial analysts [Chang and Most, 1980], earnings 
forecasts vircre considered by respondents in the United States to be the most 
important expcaationai data, more important than dividends and sales forecasts. 
Similar results are reported in that survey for the United Kingdom and New 
Zealand. 

The information content of earnings to investors was directly tested by nu­
merous studies originating with the seminal work of Ball and Brown (1968]. 
These studies found that the message contained in the earnings report is corre­
lated with factors that determine stock prices. Since then, many other studies 
have confirmed the key nde that earnings play in investment decisions. 

• We would like to tinnk Robert Kaptaii and iwo luanymaux referees (or ihcir helpful 
conunents. 
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The investigation of the properties of FAF is of special interest if FAF ade­
quately represent market expectations of earnings; in such a case, the examina­
tion of the process by which analysu form their earnings expectations adds to our 
understanding of investor behavior, the operation of capital markets, and the re­
lationship between accounting information and stock prices. 

Several recent studies explore Ihe relationship between earnings forecasts 
made by financial analysu and stock price behavior. The results show that revi­
sions in FAF and price changes are correlated and that, moreover, investors be­
have as if their earnings expectations coincide with those of financial analysts. 
Detail and evaluation of these findings are provided in Section 7. 

Section 8 discusses yet another, perhaps the least studied, )xt>perty of FAF: 
their cross-sectiona! dispersion. Almost all research on FAF uses the mean, « 
"consensus," forecast, without giving any recognition to the dispersion around 
that mean. The divergence of beliefs about future earnings may conv^ important 
information about the UMxrtainty surrounding future eaminp and. thus, the per­
ceived importance of the respective mean forecast. The cross-sectional dispersion 
of analysts' forecasts may represent a surrogate for the ride associated with the 
firm. Such a surrogate is of unique value to empirical researchers because, unlike 
most other risk surrogate estimated from past-series (e.g., the standard deviation 
of the return or the security beta), this one presents an ex-ame measure of risk. 
The measure and its theoretical support, as well as some preliminary results, are 
discussed in Section 8. The last section contains concluding remarks and sugges­
tions for further research. 

Before turning to the main issues, the data sources on earnings expectations 
used by previous research, their limitations, and their prdilems are described in 
Section 3. 

3. EXPECTATIONAL DATA: AVAILABUE SOURCES AND SOME MEA­
SUREMENT ISSUES 

3.1 DATA SOURCES 

The use of expectational data in accounting is fairly new, and, as a result, 
many researchers may not be familiar with the main sources of these data. 

There are three publicly available (although not free) sources of earnings 
forecasts that have been used by researchers: the Earnings Forecaster of Stan­
dard and Poor's (SAP), the Value Une's Inveslmem Survey, and Lynch, Jones, 
and Ryan's IBES Service. The Vaiue Line's Survey is apparently the most widely 
circulated among the three. Other sources, mostly private (forecasts made by 
individual brokerage housK, pension funds, etc.), have occasionally been used by 
researchers. 

The Earnings Forecaster is a weekly publication by SAP that first appeared 
in 1967. The publication lists forecasts of annual EPS of the current year and (if 
available) of the following year for about 1,500 companies. The forecasts are 
those made by S&P itself and by about 70 other security analysts and brokerage 
houses who agreed to submit their forecasis. upon release, for publication. The 
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number of contemporaneous forecasis available for each company depends on the 
prominence of the company and the time of the year (more forecasts become 
available as the year progresses); typically, however, two to four forecasts <^ the 
current year's earnings are available around April, for most companies. The 
Earnings Forecaster has been used by Barefield and Comiskey [1975], Basi, Ca­
rey and Twark [1976], Gonedes. Dopuch, and Penman [1976J, Crichfield, Dyck­
man. and Lakonishok 11978), Ruland 11978J, Givoly and Lakonishok {1979, 
1980, 1982], Fried and Givoly (19821. and Givoly {1982] among others. 

The Value Lint's Survey lisu one- to five-quarter-ahead forecasts for about 
1,600 firms. The survey has been published weekly since 1971 and provides quar­
terly earnings predictrans by Value Line's analysts four tinws a year for each 
firm included. The Value Line forecasts have been employed by Brown and 
Rozeif [1978], Collins and Hopwood {1980], and Jaggi (1980], among others. 

Lynch, /ones, and Ryan, a New York t»sed brokerage firm, has available in 
both manual and oomputer-readaUe form, consensus (average) earnings esti­
mates for the current and the next fiscal year for about 1.500 firms. This service 
is designated by Lynch, Jones, and Ryan as IBES (Institutional Broken Estimate 
System). In its monthly issues, the service includes, besides average forecasts 
(which are typically based on 10 to 20 different forecasts), the lowest and the 
highest forecast as well as the stundstrd deviation of the estimate across forecast­
ers, and other statistics. IBES Service it a relatively new research source. It was 
t i s ^ t ^ Elum, Gruber, and Gultekin (1981} and is tairrently being used in sev­
eral research projects. 

Another source of FAF, which has only recently become available to re­
searchers, is the Icarus Services by Zacks Inv<»tment Research, Inc. This data 
base otmtains EPS estimates for some 1,500 companies, with an average of 12 
forecasters per company. The estimates, made by over SO brokerage firms, are 
available (ar the current Sstcal year, the next fiscal year, and the next five yean. 

3.1 SELECTINC A REPRESENTATIVE FORECAST 

Almost all studies relying on data that consist of more than one forecaster 
used mean-forecast rather than individual forecasts. The use ofthe mean forecast 
is, of course, n«:essary when individual forecasts are not provided (as in the 
IBES case). However, there are certain advantage and drawbacks of the use of 
the mean forecast that should be considered in interpreting the results. 

Avnaging individual forecasts has the effect of reducing the measurement 
error that is inherent in each individual forecast. This effect is achieved whenever 
the measutetneat errors ac rc^ forecasters are kss than perfectly correlated. In 
addition, the use d" individual forecasts may not be very meaningful for the ex-
aminaticm of time-series {Koperties when the identity of tlw individual forecs^ter 
changes over time (as is the case of forecasts nude by brokerage firtm). 

Some aggregate measure of FAF is likely to be superior to most individual 
forecasters, particularly if the weight of each forecast(er) is based on past per­
formance and its correlation with errors of other forecasts (fw a discussion of 
this weighting scfaenne and an application of the technique, see Granger and 

h ' 
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Newbold, 1977, and Figlewski, 1980). Even a simple average may outperform 
each oi the individual forecasts when Ihe forecast errors are not highly correlated 
cross-sectionally. In fact, much of the concept of efficient markets composed of 
unsophisticated and less than perfectly knowledgeable investors relies on the no­
tion of the "aggregate wisdom" of the market — that is, the superiority of the 
consensus over individual assessments. The fact that a consensus can reflect 
"greater than average" knowledge b illustrated by Beaver (1981] in a seemingly 
unrelated context—the prediction of outcomes of football games. Beaver provides 
results that suggest that the consensus of game-score predictions made by staff 
members of a daily newspaper (the Chicago Daily News) consistently out­
performed predictions made by each of the individual staff members, This con­
clusion is shared by Zarnowitz [1979], who, after investigating forecasts of eco­
nomic indicators, commented, "while published forecasts by ranking practitioners 
are often developed with particular skill and care, group average fwecasts benefit 
greatly from cancellations of individual errors of opposite sign" [p. 8]. 

Some pitfalls in using the mean forecasts should also be recognized. First, 
when aggregating forecasts cross-sectionally, the assumption is made that each 
represents an updated, contemporaneous prediction; yet, due to {^oblems of data 
collection and preparation, some of the forecasts are less updated than others, 
thus rendering Ihe average forecast less meaningful. A second problem arises 
from the change over lime in the composition of the group of forecasters who 
participate in forecasting (he earnings of a given firm. Iliis change makes it diffi­
cult to conduct a time-series analysis of earnings forecasts. 

Finally, even if all these measurement problems did not exist, the reliance on 
the mean forecast might obscure patterns that are present among individual fore­
casters. For instance, adaptive behavior by individual forecasters may not be re­
vealed by examining the series of the mean forecast Bierwag and Grove [1966] 
showed that the mean expectation does not follow necessarily an adaptive process 
even when individuals form their expectations adaptively. Similar difficulties lie 
in identifying other time-series patterns from data on the means. 

4. ACCURACY OF FAF 

4.1 ERROR MEASURES AND EVALUATION BENCHMARKS 

The two error measure that are most widely used in assessing the accuracy 
of FAF are the relative (absolute) error of the form IP-AI/A, and the relalive 
square error, (P-A)*/A, where P and A are the predicted and realized earnings 
variables, respectively. The second measure is more appealing because of its 
mathematical and statistical tractability, Furthermore, this measure gives more 
than proportional weight to large errors, a property consistent with a quadratic 
loss (and utility) function. 

Which of the error measure is selected may not be important because of the 
very high correlation between the measures. However, in light of the evidence 
that FAF produce fewer "outliers," or extreme et«w cases, than (at least some 

1 
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of) the naive models (see Collins and Hopwood, 1980], one may suspect that the 
use of the square error as an accuracy measure favors FAF over naive models. 

In evaluating analysts' forecasts. dilTerem benchmarks have been used: one. 
common to many studies, is the "no-change" naive model which is usually em­
ployed in conjunction with Theil's U statistic. This measure, proposed by Theil 
(1966] for the evaluation of economic forecasts, is defined as 

U -
f(Pi - Ai)2 

2;AJ2 

where Pj and Aj are. respectively, predicted and actual growth in earnings of firm 
i. When predictions are perfect, U - 0; when predictions are "no-change," U 
becomes I. The value I, thus, serves as a benchmark for the performance of 
FAF. A smaller-than-l U-value for F A F means that FAF outperform a naive no-
change prediction model. Sonw studies relied exclusively on Theil's U for evalu­
ating FAF; others used more sophisticated models that generally belong to four 
groups: 

(1) Submaningste (random walk plus drift); 
(2) Box-ienkins models (models that exploit the serial correlation of the time-

series); 
(3) index Mode) (a model that relate the earnings of the individaal company 

to a market-wide index of earnings); and 
(4) Management forecasts. 

The first two models were found by ttxxnl studies to represent quite ade­
quately the time-series behavior of annual earnings [see Albrecht. Lookabill, and 
McKeown, 1977; and Watte and Leftwich, 1977}.' Quarterly earnings, however, 
appear to follow an autoregressive process with seasonal and quarter-to^quarter 
components; this process can be formulated as a Box-Jenkins model [sec Brown 
and Rozeir, 1977; Foster, 1977; and Griffin, 1977]. 

The use of the Index Model is supported by the relationship that was found 
between the first dilTerences in individual company earnings and the average of 
the first difference in earnings across all firms (see Ball and Brown, 1968; and 
Gonedes. 1973). 

The studies that examined the accuracy of analysts vis-l-vis management 
forecasis were interested primarily in the incremental value of the latter to inves­
tors. These studies provided, however, additional evidence on the performance of 
analysu. Our concern in this context is whether the forecasting power of analysts 
can compensate for (he better knowledge that management is presumed to pos­
sess about its own company. 

* In fuel, as i general repreteauiive fitm-model. tke snbmartingale wu found to perrorm a> well 
u the firm spccilk Box-Jenkint models in detcribing the time-ieriei duraoerisiics of anntui earnings 
[see Albrecht. LookalHtt. am) McKeown. 1976]. 
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4.a EMPIRICAL RESULTS 

Research on the accuracy of FAF has been surprisingly inconclusive. While 
several studies conclude, perhaps oounterintuitively, that analysts' performance is 
only as good as naive models, others chiim that analysts' predtctitms are signifi­
cantly more accurate than naive models. Of course, the diversity of the naive 
models might be the cause of this discord: yet a closer look reveals (hat agree­
ment or disagreement between the conclusions of indiWdual studies do IKH appear 
to be correlated with the particular models tested. Moreover, as pointed out ear­
lier, it is unlikely that the conflictji^ conclusions are due to the use of different 
error measures by different studies. Before commenting further on possible 
causes for this inconclusiveness, a short review of the results is ptaxnieA below. 
Some of the studies cited contain work that relates to atinu properties of FAF. 
However, only the findings concerning accuracy are discussed in this section. 

The first comprehensive study on the accuracy of FAF is that by Cragg and 
Maikiel (1968]. Forecasts of five-year growth rate in earnings, made by five in­
vestment housa for 185 companies in the two years 1962-63, were confronted 
with two sets of naive models, one predicting no change and the other a change 
equal to past change. The tern led to the c^mclusion that "forecasts based on 
perceived past growth rates . . . do not perform much differently from the 
(FAF] predictions" (p. 77]. This conclusion does not square well with the noti«m 
of rational investors, since it suggests that the costly analysts' {wxluct is not su­
perior to a practtcally costless prodiKt. Indeed, Cragg and Maikiel were not ap­
parently at ease with their own findings, so they recommended that caution 
should be exercised in interpreting the results because the period might be "atyp­
ical" and "only a few firms were aUe to participate in the study" [p. 83]. 

C r a ^ and MalkieFs conclusion was reaffirmed, nonetheless, a few y«irs 
later by Ehaa aiKi Gruber (1972], who evaluated annual earnings forecasts made 
by anal}«ts in a large pension fund, in an investment advisory service, and in a 
large brokerage house. In the three years examined (1962-64), they found no 
significant difference in accuracy between the best naive model (an exp(HKntial 
smoothing model) and each of the thr^ groups of analysts. 

Later studies reported somewhat different results. Barefield and Comiskey 
[1975] examined mean forecasts for 100 companies in the years 1967-72 and 
showed (using Theil's U) that FAF outperformed the no<hange modeL Further­
more, FAFs superiority was more pronounced in years characterized by a turn­
ing ptnnt in the earnings trend. Using a more elabcnate research design. Brown 
and Rozeff (1978] tested the performance of Value Line forecasts for one to five 
quarters ahead for 50 ramiomly selected firms during the period 1973-75. These 
forecasts showed a lower relative absolute error than a com|»ny-specific Box-
Jrakins model and seasonal martingale and submartingale models (Brown and 
Rozeff used nonparametric tests in their design). The superiority of FAF, how­
ever, declined as the forecast horizon was shortened. 

Collins and H<q>woad [1980] designed a multivariate analysis of variance 
which corrected for the apparent depewtence in repeated samples of the same 
companies over time and for the possibility of a random rejection of the null 

1 
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hypothesis in separate individual samples. The authors evaluated the performance 
of Value Line earnings forecasts, one, two, three, and four quarters ahead, made 
for SO companies at the beginning of each of the 20 quarters in 1970-74. They 
compared the accuracy of FAF with that of several ^x-Jenkins modds-* 

Value Line predictions were more accurate than the competing models. The 
mean relative absdute error of Value Line one-quarter-ahead forecasts was 10 
percent, while the error produced l^ the best mechanical model was IS percent. 
The longer the forecast horizon, the more marked was the difference in accuracy 
in favor of the analysts. Cdlins and Hopvirood alto found that Value Line predic­
tions produced fewer and smaller extreme errors, panting to the ability of ana­
lysts to incorporate evidence on changing economic situations. 

In a more recent paper. Fried an Givoly [1982] repotted <m Uie accuracy of 
annual EPS estimates of analysts relative to that of two naive models: a modified 
version of the submartingale process and the index model for first differences in 
earnings.* The results, which were based on about 100 mean forecasts in each of 
the 11 years 1969-79, showed FAF to be, on average, more accurate than the two 
competing models: The mean refaitive absolute error over the tested period was 
16.4 percent for FAF, significantly lower than the mean error for the modified 
submartingale and the index model (19.3 percent and 20.3 percent, respectively). 

These results, like UHMC of other recent studies, are in conflict with the find­
ings of the rarlier studies by Cragg »ui Maikiel [1968] and Elt<Ni and Gruber 
[1972]. Several explanations for the confliaing findings m i ^ t be suggested. 
First, Cragg and Malkiel's study used predictions of five-year growth rates rather 
than the more common forecasts published by analysts which are made for one 
year. It is pMsible that anal^rts are more trained and capaUe in predicting short-
term changes in earnings. Factors such as new contracts, acquisitions, labor dis­
putes, and perscmiwl shuffles, to which naive modds are "blind," are properly 
incorporated in FAF while kuig-term trends are quite adequately captured by 
past patterns. 

Second, Cragg and Malkiel's results are subject to serious measurement er­
rors. The definitimi of the earnings variable was not uniform acroM forecasters 
sampled by their study: some used reported earnings; others used their own esti­
mate for "normalized" earnings. As a result, it is difficult to interpret and ana­
lyze the forecast errors. 

Like most of the studies on FAF, Cragg and Maikiel [1968] and Elton and 
Gruber [1972] used forecasu relating to a few years only. Cragg and Maikiel 

* The Boa-Jenkin moiMt eontidera) wtn (I) t coMecuivdy aad teaioaally diflcKnccd fint-
order moving avente and seaKMal moring ai«ra(e and (2) a wisoiiaUy dUTerenud f^t t-or^ aulo-
regreujve and seasonal moving average modd. Tiie leleaion of thcK models «nu fuidcd by t te find­
ings et the rescarcb on the time^crie* behavior ofipnrteriy eani i r^ la panicular, the Hrst model 
was found lo be well specilied by Griffin [1977], while tbe second and the thifd models were advo­
cated by fautr (1917). and Brown and Roccfl' (1911], respectively. 

' The first nodei was tbe sabimrtiHale for moM yean, however, in years following large flocltt-
atiom in estaings, an exponential sawothing piocaa was employed as the prediclor, this was done in 
light of the flndings by Brooks and Buckmaiier |I976] of a mean-reveniv behavisi of earnings in 
the period tinmedialeiy rollowiag large deviations of the earnings from their "norm." 
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examined forecasts made in 1962 and 1963. while Elton and Gruber used fore­
casts made in the three years 1964-66. It is conceivable that both the relative and 
absolute accuracy of FAF vary over lime. Conclusions drawn from only two or 
three years of forecasts are subject to a omsiderabie amount of noise. There are 
some indications that the performance of FAF rehitive to naive models is indeed 
time-dependent.* 

A relatively long tinM series of FAF, 11 years, was used by Fried and Givoly 
[1982]. Although the accuracy of FAF was found in that study to be, on average, 
greater than that of two widely used naive models, FAF were outperformed (al­
though nM significantly) by the naive models, in two of the 11 years, and in three 
other years their superiority was not statistically significant. This patton suggests 
that the reliance on short time series may lead to unwarranted conclusions. Con­
sidering the fact that all re<xnt and metboddogioilly mote careful studies 
reached basically the same result, it is safe to ocHudude that, at least during the 
1970s, analysts appear to outperform naive models that are based only on past 
history of the earnings series. 

Most of the research on FAF accuracy suffers from several methodological 
flaws, which might explain, in part, the inconclusive nature of tbe eariy research 
on the tofac. First, when an array of naive models is pitted against FAF, there is 
always a possibility that, even if (be naii% models are inferior, one of them would 
outperform FAF by a mere chance, particularly when the time period examined 
is short. Second, the nuU hypothesis in all studies was that FAF perform«l no 
better than naive modds. Had the null been that FAF petiotmei better than 
naive models, most tests would likely have been unable to reject that null hypoth­
esis. In addition, the data base used by these studies, particulariy the later ones, 
was susceptible to measurement errors, such as inconsistent definitions of the 
earnings variable in the expectational data and the actual earnings data (flilly 
diluted vs. primary eamings-per-share, inclusion vs. exclusicHi of extraindinary 
items, etc.). 

With respect to the comparison of FAF with management forecasts, all stud­
ies point to a slight and mostly insignificantly edge to management forecasts. 
Basi. Carey, and Twark [1976] reported that the mean absolute percenuge fote-
cast error during the years 1970 and 1971 was lO.I percent fat management 
forecasts ccanpared to 13.8 percent for FAF (the data source for analysts' esti­
mates was the Earnings Forecaster). In a f<^low-up study based on the years 
1970-73, Ruland [1978] reacb«t the same conclusion concerning the parity be­
tween tbe two types ot forecasts. Similar resuhs were also derived by Jaggi, Im-
btdl and Pari [1980] who examined the awuracy ot management forecasts vs. 
FAF for the periods of 1971-74 and 1971-77, respectively. 

The finding <d a jnrity between the forecasting performance of analysts and 
managers is not surprising considering the similar inf<»rmation set and the contin-

' Brown and Rradf (I97S], for iiounGc. ooachided that Value Lise predicliois arc b t u a than 
Boa-Jesicins (otccaRs. Yet, n was poiiued out by Abdel-khaUk and ThoH^mi |I97T]. tbe pattern of 
Vahie LiiK tuperkifity over Box-Jenkim is strongly temporal with only two out of the four years 
examined by Brown and Rozdf exhiMting signiHcanl loalts. 



CaseNo. 12-240«-EI.-|.'NC 
OCC-I*OD-«S-«Sl Supplemental attachment 
Page 266 of 378 

(Vol.3 

• used fore-
re' ' ' e and 
If., .wo or 
, There are 
is is indeed 

and Givoly 
on average, 
formed (al-
<nd in three 
•rn suggests 
•sions. Con-

I ful studies 
during the 
tly on past 

hodological 
ly research 
\ F , there is 
hem would 
i examined 
•formed no 
letter than 
ull hypoth-
tater ones, 
ons of the 
datJ" f fully 
ra lary 

s, all stud-
forecasts, 

itage fore-
inagement 
lysts' esii-
the years 
parity be-
jaggi, Im-
•recasts vs. 

lalysts and 
.he contin-

: better than 
<K jnliern of 
e four years 

f 

1984] Givoly and Lakonishok 

uous dissemination of "inside" information from managers to analysts (the forces 
behind this transfer of information were documented and analyzed by Lees. 
1983). 

The generalizability of the studies on the performance of management fore­
casts is questionable since all management forecasts used by these studies were 
voluntary. Presumably, management is not likely to reveal publicly its own earn­
ings estimates unless it assigns them a high degree of certainty. As a result, the 
comparison between FAF and voluntary management forecasU is likely to be 
biased in favor of the hitter. 

Another problem that has not been solved satisfactorily by any of these stud­
ies is the timing of analysts' forecasts. While the exact date of the disclwure of 
management forecasts is a matter of public record (the forecasts are usually 
made as part of a press release), the determination of the timing of FAF is less 
precise. At least three pertinent forecast dates may exist: tbe date on which the 
forecast was finalized and released to preferred clients; the date on which the 
fOTMast was released to all clients: and the date <» which the forecast is first 
puUished in the S&P or Value-Line publications. The times between these three 
dates are not trivial and in fact might be explmtcd by privileged clients [see, {<̂  
example, Abdel-kbalik and Ajinkya, 1982]. While the first date is the most rele­
vant for evaluating the performance <tf FAF vis-i-vis competing prediction mod­
els, only the latter was available to, and therefore used by, the above studies. The 
performance of FAF was, therefore, underestimated by these s t u d i ^ since in 
many instances, there existed other, more updated, yet still unpublished forecasts 
which wore likely to be better than those available to the studies. 

If a proper allowance were made for Ihe gap in timing between management 
and analyst forecasts, the slight edge found for management forecasts might have 
been completely erased. 

5. RATIONAUTY OF FAF 

Mttth's (1961] criterion fta- rationality states that expectations should be 
generated by tbe same stochastic process that generates the variables to be fore­
casted. Most tests fm the Muthian hypothesis, however, have employed a some­
what weaker condition, namely, that expectations fully reflect all the information 
in the past hstory of the forecast variable. This implies tkkl the ratiimal forecast 
cannot be improved by studying past totecasii and realizations. 

The issue of rationality of earnings expectatioiH is important since it is di­
rectly related to the efficiency of the stock market. Evidence of rational earnings 
forecasts would be consistent with both the finding of stock market efficiency and 
the important nde of earnings in stock valuatim. Findings of irrational forecast­
ing by analysts would be inconsistent with stock market efficiency unless either 
FAF do not represent the true market expecuticms or earnings expectations do 
not play the role envisioned for them by the various valuati<Mi models. 

Several testable imidications of the raticmality assumption exist: rational ex­
pectations should be unbiased and the most accurate, and the time-series of fore­
cast errors should be serially uncorrelaied. in general, all poKible extrapolations 
of the unw-series of the variable, and utilization of the cross-sectional relation- i 
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ship between realized earnings across companies, should be embedded in the fore­
cast. All these imfdications mean, in essence, that no systematic improvement of 
the forecasts can be made by studying the past series of forecasts and 
realizations. 

The concept of rational expectations has recently become the underpinning 
of many economic models, it is therefore not surprising to find major research 
efforts in the empirical evaluation of the degree of rationality in the expectations 
of economic variables. In particular, the manner by which inflationary expecta­
tions are formed has been examined by various studies through (he use of Living­
ston survey data (see for example, Gibson, 1972; Pyle, 1972; Cargill, 1976; 
Lahiri. 1976; Figlewski and Wachtel, 1981; and Ahlers and Lakonishok, 1983}. 
The main conclusion that emerges from this research is that economists* expecta­
tions are not formed in a fully rational maimer. 

The increased availability of earnings expectation data has stimulated re­
search on the rationality of earnings expectations. This research is discussed 
below. 

5.1 SYSTEMATIC ERROR OF FAF 

Various tests have been employed for assessing the degree of systematic er­
ror (bias) of earnings forecasts. A common procedure involves estimating a re-
gres-sion* of the form 

A - a -(• |9P -f u (I) 
where A is the realized earnings (or earnings growth), P is the predicted earnings 
(or earnings grovrth), and u is a random error with a zero expectation. Then, the 
null hypothesis a = 0 and ̂  •• i is tested. Failure to reject the null hypothesis is 
consistent with an unbiased predictor. This test has been employed for assessing 
the rationality of inflationary expectations [see, for example, Fama, 1975; 
Frcnkel, 1975; Friedman, 1979; Figlewski and Wachtel, 1981; and Ahlers and 
Lakonishok, 1983] exchange rate expectations [see Fama, 1976; and Agmon and 
Amihud, 1981], and stock market expectations (see Lakonishok, 1980}. Another 
approach for assessing Has and inaccuracy is the decomposition procedure, devel­
oped by Theil [1966], and Mincer and Zarnowitz [1969], whereby the accuracy 
of the forecasts, measured by the mean square error, is decomposed into the fol­
lowing structure: 

1 f (Pi - Ai)2 - (P - A)2 + (sp - n ^ ) i + 0 - f2)s2 (2) 

where i denotes the observation index, F and X are the means of P and A, s 
denotes standard deviation, and r the correlation coefficient between A and P. 

In expression (2) the error is decomposed into three components so that the 
relative magnitude of the systematic error, the first two terms in the righthand 

* The fcgreBtioB can be estimated Irom a lime series of company earnings or (rom oonlempora-
neous cross-sectional data. 
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Oand side of the expression, can be assessed. When (in equation (I) above) a 
0 — 1 . these two terms disai^xar. 

The bias element has been evaluated in the literature also through other 
related measures such as the average error, i.e., P - A, or tbe relalive frequency 
of cases of underestimation or overestimation. 

The studies by Crichfield, Dyckman. and Lakonishok [1978], Givoly [1982], 
and Maikiel and Cragg (1980] used the regression in (1) to assess the Mas of 
FAF. Using mean forecasts (of earnings growth) from the Earnings Forecaster. 
Crichfield, Dyckman, and Lakonishok estimated tbe coefficients over a o-oss sec-
ti<m of FAF made for 46 companies for each of 10 years 1967-76. The coeffi­
cients averaged over the years were, in general insignificantly different from their 
hypothesized values (H«: a ^ 0, 0 " I) . However, the values of a were mostly 
negative and the values of 0 mostly above 1. These values suggest that FAF are 
"smoother" than actual trends: they exhibit an upward bias in predicting rate of 
growth in earnings in yean with below-average growth rate and downward bias 
in prediaing years with above-a^rage growth rate, but overall the average fore­
cast was not significantly different from the average realization. A similar finding 
is also reported by Maikiel and Cragg [1980] for five-year earnings growth pre-
dicti<ms made by several investment firms in the years 1961-69.' 

Testing the unbiasedness hypothesis through a cross-sectiwial test raises two 
problems. First, conceptually, earnings exfieclatiotts are formed for each individ­
ual company. An unbituedness in a cross section d companies does not neceusa-
rily suggest rational (unbiased) expectations with respect to all or even most 
companies: It is conceivable that earnings expectations of individual comjanies 
are biased in different directions so as to produce an unbiased average. Second, 
statistically, in a cross-sectional test the forecasts made for different compani^ 
are viewed as a random sample <^ forecasts. However, realizations of earnings 
growth are known to be correlated with marketwide factors so as to induce a 
cross-sectional dependence of the contemporaneous forecasl errors. One way to 
drcumvent the statistical problem of a cross-sectional dependence of tbe errors is 
to derive the coefficients' estimate as an average of the estimates produced by the 
yearly cross-sectional regressions. 

A study by Givoly [1982] estimated the coefficients a and 0 from a time 
series of mean earnings forecasis made for individual companioi (the mean of 
different contemp(^aneous f(»'ecasts was used as the basic observation) and from 
individual forecasts for the same company made by each individual forecaster 
over time. Although the typical time series was short (8-11 years over the period 
1969-79), the results for the (about) 50 companies examined showed that FAF 
were unbiased. The joint hypothesis a " 0 , 0 " I could not be rejected for the 
vast majority of companies and for all the forecasters that were examined. 

Crichfield. Dyckman. and Lakonishok [1978] assessed the bias through 
Theil's decomposition. They found that, on average, only 18 percent of the m ^ n 
squared error in the prediction of earnings growth cmiid be attributed to the 

' The number of participating finin was not disclosed, but they represent a subsample from a 
umple of 17S oonpanies. 
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systematic error. Out of this proportion, 13 percent stems from level bias and 5 
percent from regression bias, 

Despite its statistical insignificance and the faa that its direction may 
change over time, there is an accumulation of evidence that some upward bias is 
present in FAF. Barefield and Comiskey [1975] reported the results for analyst 
forecasu made in the years 1967-72. Out of the 600 forecasU examined, 382 
exceeded actual, iK)7 were below actual, and 11 were equal to the actual earn­
ings. A similar tendency (o overes(ima(e earnings was also found, not surpris­
ingly, among managers by McDonald [1975]. Fried and Givoly [1982] reported 
the average relative error (considering sign) of about 1.200 mean forecasts made 
in the years 1969-79. The average error (realized value less prediction) over time 
was significantly negative (indicating an upward bias), although in five of the 
eleven years tbe error was positive. 

It is interesting to compare these findings with the performance of forecasts 
of other economic variables. Mincer and Zarnowitz [1969] presented accuracy 
su t i s t i a for several sets of business forecasts of levels of GNP, consumption, 
plant and equipntient outlays, and industrial production. In most cases, the statis­
tical tests led to the rejection of the joint hypothesis a -= 0, j8 - 1. This result 
was accounted fcN' la te ly by level bias, and the prepcmderant bias was an under­
estimation of consumption and of GNP. Theil's deramposition revealed that the 
residual variance component accounted for most of the error. 

Ahlen and Lakonishok [1983] investigated the performance of eomomtsts' 
forecasts of ten important macroeconomic variables over the 32 yean 1947-78. 
Two forecasting horizons were examined, six months and twelve months. The 
joint hypothesis a = - 0 , 0 " \ iot change predictions was rejected in 17 of tbe 20 
(10 X 2) cases. Ahlers and Lakonishok's results concerning inffaitim forecasis are 
in accord with several earlier studies (see Tumovsky, 1970; Pesando, 1975; Gib­
son. 1977; and Rglewski and Wachtel, 1981]. 

It is instructive to note that while there is a downward bias in forecasting 
general economic variables, no significant bias could be detected amcmg FAF. 
This might be a i««ilt of the degree of specialization of analysts in tbe htsiory of 
the companies whose earnings they predict, in contrast to the wider scope of the 
ecMK^nists' usk. To be sure, this is merely a conjeaure. 

The importance of the unbiasednos property to the overall quality of FAF 
shtMild be put in a proper perspective. Given the research on the time-series be-
havk>r of earnings, even a very naive model, whereby the expected change in 
earnings is equal to some tieterminatic growth element based on past growth, 
may ]8t)duce unbiased predictions. However, there are good reasons to believe 
that FAF are based on more than mere extrapolation of past realizationt: as 
mentioned in Sectiwi 4, FAF were found to be more accurate than naive models 
St turmng peitttt, suggesting the employment of exogeneous information. Indeed, 
Fried and Givoly [1982] showed that FAF contain autonomous information not 
captured by both the time-series submartingale model and the cross-sectitmal in­
dex model of earnings. In another study, Abdei-khalik and Ajinkya [1982] pio-
vided evidence suggesting that analysts posses inside information. The finding of 
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unbiasedness of FAF thus indicates (he proj^r processing and analysis of infor­
mation beyond that contained in the past time series. 

5.1 INCORPORATION OF AVAILABLE INFORMATION 

A simple way to test whether forecasts fully incorporate available informa­
tion is to regress the forecast errors on specific data that were available to the 
forecasters. One easily available piece of information that a rational forecaster 
should consider is his previous forecast error. To test whether FAF fully exploit 
information on past errors, current errors could be regressed on past errors. 
Givoly [1982] estimated a regression of the form 

Pi - A, - a -f M P t - i - A t_ i ) + e, 

using both time scries (of individual companies and individual forecasters) and 
cross-sectional versions, for a sample of about 6,000 annual earnings forecasts 
made over 11 years (1969-79). The hypothesis a — 0 and b =0 could nol be 
rejected: In most regressions the coefBcients were very small and insignificant. 
This result suggests that the information contained in past forecast enors is fully 
utilized in forming predictions of future earnings. 

A broader test of expectations rationality is whether the forerasters effec­
tively incorporate all historical information available. Apparently, it is unfeasible 
to test whether a particular set of earnings expectations incorporate all the infor­
mation that can be deduced from the earnings lime series. However, more limited 
tests were conducted by Maikiel and Cragg [1980] and Fried and Givoly [1982], 

Maikiel and Cragg found no consistent combination between information on 
historical growth rates and analysts' forecasts that could be used to make better 
one- or five-year-ahead earnings predictions. These results led to the conclusion 
that "there is no systematic relationship between historical and realized growth 
that is not directly incorporated into the forecasts." 

Fried and Givoly conducted a test on the degree (o which analysts' forecasts 
exploit the time-series properties and the cross-sectional relationship of earnings 
as captured by following two naive prediaion models: 

and 
(a) PJ = A^- j + Ct 

(b) P. rt •= A , _ i -)- at + /StAAj„t 

where Ct is (he arithmetic average past growth in EPS, a and 0 regression pa­
rameters, and AA^t is the change in the market earnings (represented by S&P's 
Composite 500). The models, the submartingale* and the index model, were 
found to represent the behavior of the individual firm's earnings (see, for exam­
ple, Gonedes. 1973; and Albrwht, Lookabill, and McKeown, 1977]. 

* The svbmariingale model was replaced by a mean r«vening model (exponential smoothing) in 
years that ftdlow a large fluctuation in earninp. According to the findings of Brooks and Bucfcmasier 
t!976l, those yean' earnings behave difieKatty. The parameters of the eitponeaiial smoothing model 
used here were those selected by Brooks and BiKkmaster, 
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The partial correlation between actual earnings and the naive model's pre­
diction, given FAF, measures the extent to which FAF exploit the information 
contained in the past earnings series. The reported conditional correlation coeffi­
cients were very small and not significantly different from zero. This finding sug­
gests that analysts fully exploit at least those time-series and cross-sectitmal 
properties of the earnings series that are captured by the two frequently used 
prediction models. 

The results so far are c^sistent with FAF being formed in a rational man­
ner. This finding is of interest since earnings expectations, including FAF, play 
an important role in stock valuation. The result would be even more relevant if it 
were established also that FAF serve as a good proxy for the unobservabic "n«r-
ke(" expectation of earnings; indeed, there is some supportive evidence for this 
effect, which will be described in Section 7. 

6. THE TIME-SERIES BEHAVIOR OF FAF 

Understanding how information is put together to form an estimate of future 
earnings is important because market processes are typically very sensitive to the 
way expectations are influenced by tbe actual course of evente. Furthermore, it is 
often necessary (o make predictions abmit the way expectations would change 
when either the amount of available information or Ihe structure of the system is 
changed. 

The study on tbe time-series behavior of FAF b related also to the time-
series profterties of qutirteriy and annual earnings: The behavior of FAF may or 
may not be consistent with the observed time-series pattern of earnings with im­
plications for both the validity of the time-series studies and the degree of raticm­
ality of FAF. 

The empirical evidence on the time-series behavior of FAF is scant, due ap­
parently to the unavailability of long enough time series of earnings estimates. 
The model that has been almost exdusively examined in this context uses the 
adaptive expectations. Under the adaptive specification, expectations are revised 
so as (0 incorfwrate that portion of the most recent forecast error that is consid­
ered permanent. The adaptive model has been used extensively in the economic 
literature to describe the formation of expectations concerning future behavior of 
variables such as (be inflation rate [see, for example, Solow, 1969; Mussa. 1975; 
and Ncrlove, 1958] or permanuit income [see Friedman, 1957]. There is empiri­
cal support for tbe notk>n Mat inflation expectations, for example, are formed in 
an adaptive way [see the eridence provided by Turnovsky, 1970; Lahiri, 1976; 
and Figlewski and Wachtel, 1981]. Depending on (he underlying generating pro­
cess of the predicted variable, adaptive expectations represent rational expecta­
tions in the Muthian sense.* 

The adaptive model can be formulated as 

Pt - P t - 1 - »0 + « l ( A , - | - P t - | ) + tt,. 

• Muih 119601 IMS shown that expectations formed adaptively are aho mininwm-crror variance 
forecasts, i.e., rational, if the andcriyiag proccs is a random waB; with noise. 
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Under the null hypothesis of adaptive behavior, tbe constant term is zero and (he 
slope ooefiicient falls between zero and one. 

Brown and Rozeff [1979] tested the behavior of revisions in FAF of quar­
terly earnings. Their sample coiaisted cX SO Value Line firms and five years of 
quarterly forecast daU [1972-76]. They examined the revision made in the EPS 
forecast for the remainder of t t e year following the release of, separately, the 
firat, second, and third quarters earnings reports. For each quarter, the above 
r^ess ion was estimated for the cross section tS companies. In all three cases, a 
significant portion of tbe analysts' forecast revisiott was ex]dain«l by the most 
recent one-quarter-ahead forecast. Ctmsistent with the adaptive expectation 
model, the esUniated ret;reuion intetoeptt were small aad largely insignificant, 
while the s h ^ codikients were tignificant a i ^ fell within the range ixro to one. 

Interestingly, tbe skipe coeffldents for the three quarten were not t te same: 
0.70, 0.28, and 0.57 were obnrved for quarters one, two and three, respectively. 
It is diflkult to draw conclusitms from this findmg about tbe relative degree of 
content of the three quarters. First, as the authors pcnnted out, differing coeffi­
cients could occur if the quarten are not equally difficult to predict; that is, tbe 
adaptive coefficient is a function not only of the important assigned to the recent 
error but also of the unpredictability of the next quarter. Second, the sam(4e 
covered only five years. If the adaptive behavior varies over time, a sample that 
covered only five years might wA be repres<mtative. if tbe adaptive coeflkient is 
also firm unique, the cross-sectional tests that were conducted by Brown and 
Rozeff are not very meaningful. These limitations may also explain the small 
portion of tbe total variance that could be ex|teined by the adaptive model. 

Abdel-khalik and Espejo [1978] examined the manner by which forecasts of 
annual EPS are revised in tlw walw of the release erf" each of tbe quarterly re-
poru. They expressed the relationship between the revigiom in tbe estimate of 
B.V& and tbe predicticn error in forecasting tbe last quarter through the following 
model: 

pq.y - » 'q-J .y - W ^ •*• ''<i^ 
where q is the quarter (q ^ 1,. . . . 4), y is the fiscal y ts t for which the forecasts 
are made, Fn u <* the forecasted annual earnings per share made at the end of 
quarter q for fiscal year y, DS b the forecast error for quarter q of year y, X is 
the adaptation coeflkient, and u b a rand<»n «rror. 

Three alternative hypotheses concerning the way the quarterly {M'ediction er­
ror, D, b preceived by investors were examined: 

(1) 

(2) 

(3) 

M it judged as temporary with no dfeci oo the forecasts of the remaining 
quarters. In this CMC, tbe revision will be in the magnitude of O^ and X is 
bypothesazed to be equal lo one. 
The same pattern set by l>9 is expected to ooaliaue: la ihb case, the revi-
sicm will be ta t t» than M , and Xq is, therefore, hypothesized to be greater 
than one, reflecting an aupthw behavior, 
D 3 it expected to be compensated for in other quarters so that ibe entire 
year will be "normal." In this case, there will be a rension in s direction 
oppmiit lo that of XA, and \ . it hypothesized to be smaller than <Me. 

n 
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The empirical test was based on a random sample of 100 industrial firms 
from those appearing in Value Line Investment Survey in the four quarters of 
1976. The results showed a clear adaptive behavior of FAF: The coefficients of 
DS were significantly above one in all three quaners, '* Thb conclusion is consis­
tent with that of Brown and Rozeff [1979] who examined the behavior of quar­
terly forecasts: both studies found that the error in one quarter b perceived to 
contain a permanent component, thus inducing analysis to revise their forecasts 
for the new quarter, or for the remainder of the year, in the same direction. This 
pattern in FAF revisions is consistent with the time-series properties of quarterly 
earnings, indicating (he utilization by analysts of information on past behavior of 
quarterly earnings. 

The findings by Brown and Rozeff [1979] and by Abdel-khalik and Espejo 
[1978] relied on cross-sectional tests. However, the time series of earnings may 
vary across companies, and therefore earnings forecasts of different companies 
are likely to (and, in the case of rational forecasts, must) be formed according to 
different processes." Furthermore, even if (he process of expec(ation formation 
for all firms is adaptive, the coefficient of adaptation may vary across firms. 
Givoly [1982] tested the relationship between the formation by analysts of an­
nual earnings forecasts and the last annual ]>rediction error, through a time series 
over tbe years 1969-79. The tests were conducted for individual companies (with 
the mean forecast, computed over different contem])oraneous forecasts, serving as 
the basic observation) as well as for individual forecasters. 

The results suggest that in the vast majority of the companies the adaptive 
expectation model adequately represents the process by which forecasts of annual 
earnings are formed: The R ' values were high (an average of 0.622), and the 
adaptation coefficients significant, between 0 and 1 in most cases. It b instructive 
to note, however, that the hypothesb of equality of the adaptation coefficients 

'* The following multivariate model was used by Abdel-khalik and Espejo |l97g] to test their 
hypotheses: 

Fj. - \y = X,D^ + XJDJ + \jD^ * «y 

where ?„ is the forecasted annual EPS at the beginning of the year. Ay tbe realized annual EPS. and 
Dj the prediction error in forecasting the EPS <^ quaner i. This moda was derived recursively from 
the un'rvariaie model described io the text of this paper. Abdel-khalik and E^KJo tested each of the 
X's against the null hypothesis X '•̂  0 rather than against Ho: X =- I; this point was correctly made by 
Brown, Hughs, Rozeff, and Vanderweide I)9S0]. who also contended that for econometric reaaoni, 
the univariate rather than She nniilivariate model should be tested. Nonethdcss, the validity aS Abdel-
khaliit and Espejo's findings was not impaired by this crit'u)ue. This point is convincingly made in 
Abdel-itbalik's comments (1980], 

" In a lecent methodido^l paper. Abdel-khalik (19821 eaamiited the ecanomettic propeities 
of the univariate and tbe multivariate model discussed in Abdel-khalik and Espejo [I97B] and in 
Brown ct al. {I9gO|. He showed thai both formulations had model speciiicaiian and estimation 
problems that resulted in overAtting the models. Furthermore, he demoasttated that the R* of both 
models had considerably ovenuited the effect of the quarterly prediclioa errors on the revision ot 
annual earnings foroeatts. Despite the apparent model averfttliiig, the correct effect of quarterly pre­
diction crioc was still significant. 
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among different companies was rejected. Similar resulls were reported tor the 
adaptive coeflkienu of individual forecasters. 

The study of the formation of analysts' forecasts b in its infant s tag». The 
consbtency that FAF revisions show with a simple adaptive model does ncM mean 
the model b the nMst appropriate to describe the fwmation of analysts' forecasts 
of earnings. More elaborate models may be examined. Furthermore, in the study 
of the time-series properties of FAF, there b a need for a thetHetical framework, 
similar to that developed for the formation of inflationary expectations [see, for 
example, Culuerman and Wachtel, 1979; and Brunner. Cukierman, and Meltzer, 
1980]. Such a framework would consider elements such as the loss function of 
the individual analysts, the time-series behavior of earninip, and tbe extent and 
reliability of exogeneous informatitm available to analysts. 

7. FAF AND STOCK PRICE BEHAVIOR 

The relevance of tbe researeh on FAF and its RK»t interesting imfdications 
stem, to a large extent, from the assumption that earnings forecasts by analysts 
are actually used by market participants. There b a considerate body of "cir­
cumstantial" evidence to suggest that this b indeed the case: Earnings forecasts, 
annual and sometimes quarterly, are disclosed by all major brokerage houses; 
many clients are ready to pay for forecasting services; and at least three organi-
zatitms, S&P, Lynch Jones and Ryan, and Zacks and Co., issue a periodical 
summary of contemporaneous forecasts made by different analysts for a large 
number of companies. 

Whether investors utilize the tnformalion conveyed by FAF b an empirical 
question. Several studies have examined the association between earnings fore­
casts and stock price behavior. The focus of these studies has varied, yet their 
oHiciusions seem to have the same tenor. Stock price movements are correlated 
with earnings forecasts and their revbion thereof, issued by analysts. This section 
presents and discusses these findings. 

7.1 THE INFORMATION CONTENT OF FAF 

An early study by Niederhoffer and R ^ a n [1972] analyzed the relationship 
between the error of analysu in {vedicting the earnings (ot 1970 and the p u -
formance of the respective s tods . Two grmips of SO stocks each were selected, 
one consisting of those with the worst stock market p«-fonnance (lowest return) 
and the other of those with the best performance during 1970. The analysu con-
sbtently underestimated (in 89 percent of the cases) the earnings of tlw top firms 
and overestimated the earnings of all the firms at the bottom; in other words, 
earnings predictions formed by analysts seem to be a useful signal to investors. 
Netderhoffer aad R e p n concluded by saying that "these results present both 
chaltenge and qjportunity for financial analysts. If their estimates are more accu­
rate than the conventional publbhed forecasts of large iastitutiiMis, there b ample 
opportunity for differentiating between the best and worst-performing compa­
nies" (p. 71). The methodology and the design of R ^ i n and Neiderb<^er study 

i 
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were rather crude; Only the extreme 100 eases (out of 1.253 common slock) in a 
single year were examined." 

Gonedes, Dopuch, and Penman [1976], in a study on the value of mandate^ 
disclosure of management foro»sts, ainducted an empirical analysis of the infor­
mation content of FAF which they used as a proxy for management forecasts. 
They used a sample of 148 firms, each represented by 24 biweekly earnings fore­
casts in each of the years 1967 and 1968 (the forecasts were collected from the 
Earnings Forecaster). Each firm was reassigned, every two weeks, to one of four 
portfolios, depending on the ra(io of its earnings forecast to its price (observed 
ten days eariier). The return of each portfdio in the ten days surrounding the 
forecasl disclosure was measured and compared to that of a control portfolio of 
equal risk. The results showed that the portfolio of the firms with the highest E /P 
ratio had an average return somewhat above that of an equally r i^y portfolio 
and that, in particular, the portfolio of the firms with the lowest E/P ratio had an 
average return significantly below that of the cimtrol portfolio. They concluded 
that "forecasted earnings per share seem to reflect information pertinent to valu­
ing firm. It seems that this information content can be almost entirely ascribed to 
the unfavorable implications of *n extremely low (scaled) forecast" [p. 127]. 

While their test of information content U not very powerful (the portfolio 
affiliation of a particular stock might not constitute new information; there b also 
a publication lag of the source document), Gonedes, Dopuch, and Penman's find­
ings are in accord with other studies in suggesting that FAF have information 
content. 

In a more direct test on the information content of FAF, Givoly and Lakon­
ishok [1979] examined the response of the market to revisions in FAF. Using a 
sample of 49 firms from the Earnings Forecaster, Givoly and Lakonishok ob­
served the stock price response to 1,420 revisions in FAF during the years 1967-
74. The results revealed significant abn<^mal returns in the expectoi directimi 
(i.e., positive or negative abnormal return associated with upwartJ and downward 
revisions, respectively) in the month of the forecast revision, as well as in the 
month preceding it and tbe two months following it. The abnormal returns were 
quite substantial and positively related to the size of the revbion: In the revision 
month and the two following months the abnormal return was 2.2 percent for all 
revisions and 4.5 percent for revisions over 10 percent [see ibid. Table 7| . Refine­
ments to the basic design (exclusion of revisions made concurrent with earnings 
releases; different procedures for computing abnormal returns) left the results 
intact. These results strongly suggest that FAF do have information content. Fur­
thermore, the slow response of the market to analyst's revision b inconsbtent 
with the temistrong efficiency of the market. 

In a followup work, Givoly and Lakonbhok [1980] directly tested the extent 
to which investment strategies could be designed to exploit the publicly available 

" Due to Ihceadutive attention to the 100 eatreme eases, ite same results could be produced by 
a variety of models; that it, if extreme price ffyclualiotts are indeed correlated with extreme changes 
in earnings (i.c., earnings have information contest), then the forecast error, in such cases, of other 
predictim modds betide FAF would very likely yield a similar eofreiattoa with price changiet. 
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information on revbions of analysts' forecasts. Portfolios consisting of stocks 
whose earnings have recently been revised upward systematically outperformed 
an equally risky random portfolio. Depending on the particular strategy selected, 
such a portfolio was shown to yield over 15 percent annual abnormal return, net 
of transaction cost [see ibid. Table 4]. 

In a more recent paper, Elton, Gruber, and Gultekin [1981] evaluated the 
degree of excess return that could be generated by utilizing information on, sepa­
rately, conseittus mean earnings forecasis, prediction errors of earnings forecasts, 
and revisions in earnings forecasts. The expectational data consbted of a monthly 
file of one- and two-year earnings forecasis prepared by analysts in the years 
1973, 1974, and 1975, which was compiled by Lynch, Jones and Ryan (the Insti­
tutional brdcers Estimate System). The final sample consbted of 913 and 696 
one- and two-year forecasu, respectively, made at two forecast dates, March and 
September. The resulu showed that 

(1) No excess return could be made by the knowledge of the existing forecast; 
firms for which « high earnings growth was forecasted performed at well as firms 
with a knv forecasted earnings growth. Tbu finding a consistent with the stock 
market bring eflkiem with respea to the puUidy avaiiabte eatninfi forecasts, 
(2) Significant excesi returns were associated with the earnings prediction er­
ror. Furthermore, the amount of excess returns that could be earneii varied with 
Ihe magnitude of tbe forecast error. These resulU suggest that FAF have infor­
mation content. 
(3) Signifkant excess returns were associated with cbanges in the analysts etti-
mitcs. In fact, the return from forecasting accurately future forecasu themaeives 
were lomewhat higher than the relurn from being able to forecast actual earn­
ings. The result is consistent wHh other evidence showing that it is ctmsentus 
forecasts that determine lecurhy prices, 

Abdel-khalik and Ajinkya [1982] examined whether both early knowledge 
of FAF revbions (possessed by select clienu and analysu themseltws) and pub­
lbhed FAF revisions are reflected in security prices. The sample consisted of esti­
mates revisions made by Merrill, Lynch, Pierce, Fenner and Smith, Inc., for t ^ 
tionable stocks during the period August 1977 to December 1978. These revisions 
were first announced internally (and to select clients) and made public in the first 
weekly Options Alert issued by that firm. The research was designed so as to 
enable testing of both the strong form and the sembtrong form of the efficient 
market hypothesb. Specifically, the exbtence of a significant association between 
the content of the revbion and stock pritx movemenu during the few days be­
tween iu internal dblribution and public disctesure would lead to a rejection of 
(he "strong-form" hypothesb while the exbtence of such association well after 
the public disclosure of the revbion would lead to a rejection of the "sembtrtaig" 
hypothesb. The results showed that while the '^strong-form" hypothesb was re­
jected, no abnormal return could be earned after tbe week of publicatitm. a find­
ing consistent with the "semi-strong-form" hypothesb,'* 

" The resulu C(»icen>;i« Ike semixirong hypothesis conflici with those ttpnted by Givoly and 
Lakonishok (I979|. The following points should, however, be home in mind. (I) Abdel-khalik and 
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1.1 f AF AS A SURROGATE FOR MARKET EXPECTATION OF EARNINGS 

The findings of (he studies on the associaiion belwccn the content of FAF 
and stock price movemenU lead basically to (he same conclusion, namely, that 
FAF do have information content. The fact that the content of analysis' forecasts 
of earnings is associated with stock returns does not necessarily mean that FAF 
arc tbe preferred surrogate for the unobservabic market expectation of earnings. 
Other expectation models might better explain stock price behavior and, hence, 
more properly be viewed as the true representative of market expectation. 

Considering the fact that FAF are, on average, more accurate than other 
tested models, and assuming that investors are rational, it b reasonable to assume 
that FAF represenu better than other models the earnings expectation of the 
market. 

Tbe question whether FAF are a belter expectational surrogate b important 
for several reasons. First, many studies, particularly those dealing with the infor­
mation content of earnings, used some naive, or mechanical, models to generate 
the expected earnings and to measure "unexpected earnings." These studies could 
become more powerful if a better surrogate for earnings b identified. Second, 
stock valuation modeb as well as P /E studies often rely on expcclni earnings as 
a basic parameter. Better idenrificatioa of market exp«:tati<»i would improve 
these models. Finally, esiaUishing that FAF provide a satbfactory sunogate for 
market expectaticHi would underscore (he importance of studies on various 
properties of FAF (accuracy; rationality; time-series behavior) and provides moti­
vation for further researeh in the area. 

Two of the first studies to examine the adequacy of FAF as a surrogate for 
market expectations of earnings, relative to predictions based on past accounting 
data, were by Maikiel [1970] and Maikiel and Cragg [1970]. These studies at­
tempted to explain the P/E ratio by a regression b which tbe growth rate, divi­
dend yield, and rbk measures were the independent variables. The future growth 
rate was estimated, once from hbtorical long-term growth rates and once from an 
average predicted future long-term growth rate, of earnings-per-share. The first 
study used a sample of 178 companies from a cross sectimi of industries in the 
years 1961-65; the second study concentrated on public utilities of which 33 were 
included in the sample covering the years 1961-67. The design of the two studies 
was similar. 

To select t t e representative of the hbtorically based growth estimates, 40 
alternative predictors of growth were examined to find (hose that showed the 
closest correlation with market (vice-earnings multiptes over each of the years 
covered by the studies. These growth rales differed with n » p ^ t to the period of 
calculation, the nwtbod of calculation, and the financial data upon which the 

Ajinkya's work rchitcs to one forecaster only. (I) Previout evidence by Civoly and (.akonishok [19791 
indiciies clustering or "waves" of revisions, all at which art positively correlated. Thtis, Merrill and 
Lynch's forecasu might not necessarily constitute new information to which the stock matfcd is ex­
pected to respond. (3) As was pointed Mt by Abdel-khalik and Ajinkya. "companies with opiionable 
slocks are birgc and the gencralizability of the results to other companici. will need further testing." 
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calculation was made. The ten-year growth rate of cash earnings per share was 
either clearly superitMr to, or at least no worse than, any of the others in each of 
(he years and was therefore used in the yearly regressions. Needless to say. this 
procedure introduced a selection bias in the results in favor of finding a greater 
explanatory power of the historically based estimates. The analysts' were gath­
ered from nine security firms, and their average was calculated to produce a sin­
gle predictor. 

Despite (he aforementioned bias, the resulu in both studies showed that the 
regression fiu were much better using the expectational variables than the histor­
ical ones. The average R* in Maikiel and Cragg's study [1970] was 0.75 and .49 
(across five years) fw the FAF-bascd and historically based growth estimates, 
respectively. The corresponding values reported in Malkiel's [1970] study (and 
averaged over four years) were 0.83 and 0.59. Based on these findings, Maikiel 
concluded that "a reasonable proxy has been obtained for what might be consid­
ered (he expectations of the 'representative investor'" [p. 152). 

In a recent study. Fried and Givoly [1982] evaluated FAF against naive 
modeb as a surrogate for market expectation of earnings. The comparison was 
based on the relationship between stock price movements and the signab (bo(h 
the sign and the magnitude of the prediction error) produced by aitemalive ex­
pectation models. The model whose signals were the most strongly associated 
with stock price behavior was considered the best surrt^ate, 

Analysu' forecasu for the II years 1969-79 were collected from tbe Earn­
ings Forecaster. Considered each year were the FAF of that year's earnings out­
standing at the beginning of April. Almost all forecasts were first issued to the 
public between the release of the annual report for the previous year and the first 
quarterly report. Sampled each year were companies for which at least four FAF 
were available (so that a meaningful average could be computed). Two naive 
expectation modeb were cb<»en: (he submartingale (with drift) and the index 
model (for a description of the modeb, see Section 5.2). 

The results showed that abnormal returns were more strongly correlated 
with the predictton errors of FAF than with the prediction errors of the two naive 
models. For instance, an investment strategy under which stocks were added to 
the portfolio on the basis of a foreknowledge of the direction and magnitude of 
FAF error was superior to that based on a foreknowledge of the prediction errors 
of each of the naive models ((be first strategy yielded an average annual abnor­
mal return of over 14 percent, and the strategies based on the naive models 
achieved less than 9 percent). 

Analysu' forecasu appear to represent tbe earnings expectations of market 
parlicipanu more adequately than naive models. Still, few studies so far have 
used FAF to surrogate for market expeaions (among the few are Ajinkya and 
Gift [1983] and Givoly and Palmon [1982]). The superiorily of FAF as an ex­
pectation s u r r t ^ t e does not invalidate the resulU of studies which used time-
series (naive) models to find the association between unexpected earnings and 
unexpected share price movements (the information content of earnings). Rather, 
it reinforces these results by indicating that Ihe association might even be 
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stronger. The results provide added motivation for studying other important 
properties of FAF such as lime-series behavior and cross-seclion dispersion. 

7.3 CAUSES OF FAF SUPERIORITV 

Fried and Givoly [1982] also analyzed the causes for the superiority of FAF 
over the naive models. Two such causes were hyptHhesized. (I) FAF use a 
broader information set which includes nonacccunting information on the firm, 
its industry, and the general economy, while naive models (and particularly those 
examined) rely exclusively on accounting information. (2) FAF have a timing 
advantage in that they are issued some time within the year being forecast. 
Thus, they can use more recent information about the firm's earnings which be­
comes availaUe only after the end of the fiscal year. 

To test the effect of broadness of informatirai on (he relative performance of 
FAF, Fried and Givoly used the partial correlation r^j,^^ where A b (he realized 
earnings, P is FAF and X »the earnings predicted by the naive model. Values of 
''AP<X '^ ^ suggest that FAF contain predictive power based not only on extrapo­
lation but also on an autonomous component. 

The resulu showed relatively high positive partial correlation coefBcienU: 
The average coefficient of the correlation between realization and FAF, given the 
naive prediction, was 0.55 and 0.56 for the comparistm with the submartinple 
and the index model, respmively. The values rnnain high, O.St on avnagc, when 
the correlation was conditioned on the predictions of btHh naive models. These 
values, which are significantly greater than zero, suggest that FAF utilize a con­
siderable amount of information that is independent of the time-series and cross-
sectional properties of the earning series that are captured by the two naive 
models. 

To test the effect of the liming of the forecast, tbe performance of different 
subsamples of fwecasu, each initially relrased in a diffnent month, was cxim-
pared and analyzed. As expected, forecasu released eariier showed a stronger 
association with price movements during the forKast year. However, the im­
provement between "early" forecasts (defined in the study as those released in 
January and February) and "late" for«:asts (those releas«l in March and early 
April) was not significant. 

The idea that the timing advantage of a few weeks possessed by FAF b 
inconsequential to their overall performance is echoed also in tbe resulu otoained 
by Brown and Rozeff [1978], They ccvrelated Value Line forecasting error with 
the time interval since the most recent quarterly earnings announcement. The 
correlation was essentially zero, leading them to conclude that "Value Line supe­
riority can be attributed to its use of (he information set available to it on a 
quarterly earnings announcement date, and not to the acqubition of information 
arriving after the quarterly earnings aniuuncement date" [p. 73]. 

The insignificance of (be difference in the performance of analysu* forecasts 
made several weeks apart should ruA be ctmfused with a lade of imfHoved fore­
casting as the year's end approaches. To the contrary, the evident shows that as 
(he year progresses, the accuracy of FAF improves (sec, for example, Crichfield, 



Case No. 12-2400-EL-UNC 
OCC-POD-08-051 Supplemental attachment 
Page 280 of 378 

(Vol. 3 

imporunt 
•rf' 

ly of FAF 
\ F use a 
tbe firm, 

larly those 
; a timing 
'orecasted. 
which be-

irmanceof 
'ie realized 
.Values of 
in extrapo-

:oeflicienu: 
', given the 
martingale 
rage, when 
ieb. These 
ilize a con-
and cross-
two naive 

of -rent 
, was com-
a stronger 

sr. the im-
released in 
b and eariy 

by FAF is 
lu obtained 
I error with 
-ement. The 
> Line supe-
! to it on a 
inforniation 

is' f<»ccasts 
proved fore-
'lows that as 
•. Crichfield, 

1984] Givoly and Lakordshok 141 

Dyckman, and Lakonishok. 1978; Collins and Hofwood, 1980; and Elton, Gru­
ber. and Gultekin, 1981]. 

8. INSPER90N OF FAF 

Most of the research on FAF has centered around the properties of the con­
sensus, or the mean, forecast. Recently, attempu have been made to ex|rfore the 
information oimlent ti[ financial analysu* divergence of beliefs about future earn­
ings. Thb attention to dispersion paralleb that (Awerved in the research on the 
expectations oS eomoroic variables. In particular, the dispersion of econombu' 
forecasu t^ tbe inflation rate was examined and found to be an important deter­
minant of tl» intnest rate (see, for examine, Barnea, Dotan, and Lakonishok. 
1979; Levi and Makin, 1979; and Bombergo^ and Williams, 1981 J. 

«.] nSPERSON OF FAF AS A MEASURE OF RISK 

Dbpernon of »rnings expectations, as measured by the cross-sectional vari­
ance (or standbrd deviation) of FAF, can be interpreted as an earnings uncer­
tainty measure. Another uncertainty measure that has long been employed by 
academicians and practiticmers in their attempu to model investor's bebavkn- and 
evaluate stocks is earnings variability [see, for example, the use of thb measure 
by Litzenberger and Rao, 1971; and Ahlers, 1972]. 

The idea that |Mst vtrfatility b only partially rdated to uncertainty surround­
ing future expectations has been rwently developed by Ctdci^maa and Wachtel 
(19g2a, 1982b} (for the infiation variable) and Cukierman and Ghroly [1982]. 
Cukierman and Givoly developed a model for the formation of earnings expecta­
tions whereby each forecaster, in making a prediction, employs bcAb information 
common to all crther forecastos (e.g., past earnings) and specific infoimation. 
They showed that under fairly general conditions (pertaining primarily to tbe 
stability of the variances of the series), tbe cross-sectional errw in earnings fore­
casu b t te correct empirical ccnmterpart of uncertainty, that is, of the dbpersion 
of the dbtrilnition of expected earnings. Tlieir model also implies (and thb impli­
cation b c(Mifirmed by empirical tests) that the cross-sectional error is positively 
assodated with tin dbperuon of forecasu across forecasters. 

The alternative risk measures seem to be oorretated. Givdy and Lakonishok 
[1983] found that the dispermn of earnings fora^sts, as wdl as the predictalxl-
ity of earnings forecasu, is related to tradititmal risk measures such as systematic 
rbk (beta), total risk (standard deviatimi of returm), a i^ earnings growth varia­
bility. Cukierman and Givoly [1982] and EhoB, Gruber, and Gultekin [1982] 
found (hat di^rsion of FAF b positively related to tbe error in the consensus 
forecast of earaings. 

Dispersiim of earning forecasts and earnings unpredictability are apparently 
perceivMl by inv^ors as valuable infcH-mation and as proxies for rbk. Value Une 
publishes r^ularly the unpredictability rating oX companies earnings: Standard 
and Poor's provides in iu Earnings Forecaster a number <£ earnings forecasU for 
each of the approximately 1,500 companies listed in the puUicalion, and tiK firm 
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of Lynch, Jones, and Ryan, supplies investors with such measures as range and 
standard deviation of a multitude of contemporaneous earnings forecasts made by 
different financial analysts. 

Friend, Westerfield, and Granito [1978] and Maikiel and Cragg [1980] used 
dispersion of expectations as an additional measure of risk. Friend, Westerfield, 
and Granito tried to explain a consensus expected return by several risk mea­
sures. The expected return was ojmputed as the mean forecast of seven financial 
institutions. Three independent risk variables were tested. The first two were the 
traditional risk variables, beta and the residual standard deviation of returns. The 
interesting variable was the third one, a measure of heterogeneity of expectations 
derived from expected stock returns from various institutions. The empirical re­
sulls revealed that the measure of heterogeneity of expectations was the most 
consistent variable in explaining expected returns. When actual returns instead of 
expected returns were used as the tiependent variable, the results remained quali­
tatively the same. The measure used by Friend, Westerfield, and Granito is con­
ceptually similar to the dis|Kision measure based on earnings expectations. 
Maikiel [1981], in a test similar to the one performoi by Friend, Westerfield, 
and Granito, used dispersion of earnings expectation as one of his explanatory 
variables. Additional explanatory variables were beta, economy rbk, inflation 
risk, and interest rate rbk. The last three variables measure the sensitivities of 
given stock to movemenU in National Income, CPI, and market interest rates. 
The dependent variable was defined as the expected rate of return and derived 
from the dividend valuation model. Maikiel concluded that 

The best single risk proxy is not the traditional beta calculaticm but rather 
the dispersion of analysts' forecasu. . . C^ompanics for which there is a broad 
consensus with respect to future earnings and dividends seem to be less risky 
(and hence have lower expected returns) than companies for which there is little 
agreement among security analysu. 

Givoly and Lakonishok [1983] examined the effect of earnings uncertainty, 
as measured by dispersion of earnings expectations and earnings unpredictability, 
on the information content of earnings. Their sample consisted of over 1,200 
cases (company-years), each represented by at least four forecasts. The data 
source for FAF was the Earnings Forecaster in (he years 1969-79. The method­
ology involved the testing of a regression in which the abnwmal return in the 
period surrounding the earnings release was the dependent variable and the pre­
diction error and the cross-sectional dispersion and forecast error of FAF the 
independent variables. 

The results showed that the response to unexpected earnings depends on the 
dispersion (uncertainty) of the earnings forecasu. In general, when uncertainty 
concerning future earnings is great, the stock price movement triggered by e 
given prediction error (unexpected caminp) is relatively small. 

8.2 THE PATTERN OF FAF DISPERSION OVER TIME 

The pattern of the FAF dbpersion during the forecast year was examined by 
Crichfield, Dyckman, and Lakonbhok [1978] and by Elton, Gruber, and 
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Gultekin [1982]. The former reported a slight tendency of the cross-sectional 
standard deviation of FAF to decline as the end of the year is approached 
((hough thb tendency was in most years insignificant al 5 percent significam% 
level). This finding b quite interesting since (he accuracy of these esrinnates in­
creased continuously as the year's end approached. They found no convincing 
exfrianation for ihis puzzling result Collins and Hopwood [1980] suggested that 
the stability over time in the divergence of analysis' estimates is due to the very 
small number of outliers among FAF, which reflects analysu* ability to incorpo­
rate exogenous information in their forecasts. 

Elton, Gruber, and Gultekin [1982] found a decline in FAFs dispersion over 
the first four months of the forecast year, but no further reduction in the remain­
ing eight months. The a i ^ r e n t conflict with respect to FAF behavior over tbe 
first four months between Crichfield, Dyckman, and Lakonishok and by Elton, 
Gruber and Gultekin might be due to (he different data sources. While the latter 
used processed data (the standard deviations) available from Lynch, Jones, and 
Ryan (the IBES Service), the former used raw data on individual forecasts (from 
S&P's Earnings Forecaster). Corrections to the data due to ilh^ical values, etc., 
which would and probably have been dime by the latter, could not be performed 
by Elton, Gruber, and Gultekin who used tbe ready statistics. On the other hand, 
they used a more comprehensive sample—over 400 companies—each represented 
by 3 to 20 concurrent forecasu each year, while Crichfield, Dyckman, and 
Lakonishok sampled only 46 oomj»nies with few concurrent fOTecasts fiH' each 
company-year. Additional researeh in the area is necessary to resdlve tbe conflict­
ing findings. 

9. CONCLUDIMC REMARKS 

The last two decades have witnessed a growing interest in the formation and 
characteristics of expectations of eoonomisU and investors. Given the important 
role that earnings numbers should theoretically play in stock valuation, and the 
overwhelming empirical evidence that earnings do indeed pos!i<»s an information 
content, it b dea r why earnings forixasU have attracted much research effort. 

The research on FAF in recent years has been stimulating with rich implica­
tions for the behavior of investors, the usefuln^s of earnings numbers, and the 
competence of analysts. The findings show that FAF performance b , in general, 
superior to that of naive models. This result b consistent with a rational market 
for forecasting services, where the higher c<Mt of FAF b compensated by a better 
performance. 

An important property of FAF is their rationality: FAF were found to incor­
porate the past hbiory of realizations and predictions in an unUased manner. It 
is interesting to note that this pnypeiiy b not exhibited by econombu In their 
prediction of variables such as inflation, GNP, or unemployntent. 

Vari(»is studies provide evidence that investors use FAF and. in fact, behave 
as if they form tlwir own expectations on the basis of FAF. The finding thai FAF 
can serve as a reasonable surrogate for the (unobservaUe) market exp«:tation of 
e a m i i ^ may help future studies that rely on knowledge of earnings expectation. 
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The finding abo underscores the importance of the research on FAF to our un­
derstanding of the operation of the market. 

The study of the dispersion of FAF provides an interesting, yet not fully 
modeled, result; that divergence of earnings expectations is an important measure 
of risk, shadowing the traditional risk variables such as security beta or the varia­
bility of the return. 

There are many questions important to our understanding of the way FAF 
are farmed and used that have not yet been addressed. We do not have a good 
enough knowledge of (he forecasting process. We know something about the revi­
sion process that takes place whenever new quarterly reports are published, but 
we do not know how extrapoiative data are synthesized with other information 
nor how marketwide factors (inflation, interest rate, GNP, etc.) are incorporated 
in the earnings predictions. Little is also known about the degree of uniqueness of 
the information used by the individual analyst. Do analysts truly possesi inside 
information or do they rely basically on a common body of knowledge? Do they 
use each other's forecast as an important mput? An interesting work in this re­
spect is that by Lees [1981], in which certain aspecu ofthe symbiosis of analysu 
and corporate managers were analyzed. 

An important dimension of the forecaster's behavior b hb loss function. This 
function must relate to the way forecasU are evaluated. Do brokerage houses 
measure the performance of (heir forecasters? Given the complexity of this task 
(e.g., how to control for uncontrollable states of nature or how to compare per­
formance of forecasts made for different firms), it b possible that many institu­
tions do not even attempt to carry it out. The knowledge of the forecaster's loss 
function can provide us with an understanding of the nature of the point estimate 
provided by him—is it likely to be the mean, the median, or smne other measure 
of the expected earnings dis(ribution? 

The analysis of the accuracy of FAF relied, in most studies on the perform­
ance of the mean forecast. No attempt has been made to explore quality differen­
tials among analysts. Is there a superior forecaster? Such a finding might be 
inconsistent with rational behavior of investors. Another important question is 
whether brokerage houses specialize in certain industries or firms and, if so, does 
the specialization result in a belter performance? 

Another interesiing issue is tbe degree by which the market index of earning 
and, indirectly, stock market movemenu could be accurately predicted from indi­
vidual companies' forecasts of earnings. It was found, for example, that investors 
could benefit from the knowledge of revisions in FAF made for indivkiual compa­
nici. Could they similarly benefit fr«»n the knowledge on the aggregate (cr(Ks-
sectional) behavior of FAF? 

These unresolved questions make thb research area lively and rewarding for 
both theoreticians and em|»ricisu interested in the operation of the financial ana­
lysts* industry, (he formation of investors* expectations and the interaction be­
tween accounting numbei^ and stock behavior. 

1 
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Analyst Forecasting Errors: Additional Evidence 
Lawrence D. Brown 

Analyst forecasting errors are approximately as large as Dreman and Berry (1995) 
doaimented, and au optimistic bias is evident for all years from 1985 through 1996. 
In contrast to their findings, I show that analyst forecasting errors and bias have 
decreased over time. Moreover, the optimistic bias in quarterly forecasts xvas absent 
for S&P 500 firms from 1993 through 1996. Analyst forecasting errors are smaller 
for (1) S&P 500 firms than for other firms; (2) firms with comparatively targe 
amounts of market capitalization, absolute value of earnings forecast, and analyst 
folloiuing; and (3) firms in certain industries. 

I n recent issues of this journal, David Dreman, 
Michael Berry, and I have presented alternative 

views of analysts' earnings forecast errors and their 
implications for security analysis (Dreman and 
Berry 1995, Brown 1996, Dreman 1996). The first 
two papers provided alternative views concerning 
several issues, including whether (1) analysts' earn­
ings forecast errors are "too large," (2) analysts' 
earnings forecast errors have increased over time, 
and (3) analysts' earnings forecasts are optimisti­
cally biased. 

In the opinion of Dreman and Berry, analysts' 
earnings forecast errors are too large, and using the 
deflators the authors suggested (e.g., actual or pre­
dicted earnings), analyst forecasting errors do 
appear large. If analysts' earnings forecast errors 
are deflated by stock price, however, or compared 
with forecasts based on extrapoiative techniques, 
they do not appear too large. Dreman-Berry also 
maintained that analysts' earnings forecasting 
errors have increased over time. My analysis of 
their findings, however, suggested that the accu­
racy of analysts' earnings forecasts has actually 
improved over time. In addition, Dreman-Berry 
provided evidence that analysts' earnings forecasts 
are biased toward optimism. Relying on informa­
tion provided by I/B/E/S International, I showed 
that an optimistic bias was absent for S&P 500 firms 
for the 11 quarters from first-quarter 1993 through 
third-quarter 1995. 

In his letter to the editor, Dreman (1996) 
responded to the views I expressed in my article, 
disagreeing with most of them. He correctly 
observed that much of my analysis was based on 
the Abel-Noser database, which Dreman-Berry 
had used but which was inaccessible to me; my 

Lawrence D. Brotim is Controllers RoundTableResearch 
Professor at Georgia State University. 

analysis relied on summary information provided 
in the Dreman-Berry article. Moreover, although 
not stated by Dreman, neither did I examine the 
I/B/E/S data that I had relied on in my 1996 
article. Instead, I relied on summary information 
provided to me by I/B/E/S. 

This article is based on I/B/E/S data for 
fourth-quarter 1983 through second-quarter 1996. 
It presents evidence regarding the following issues: 
• Is the Dreman-Berry result that analyst fore­

casting errors are "too large" robust to using a 
different data source than the Abel-Noser 
database? 

• Is the Dreman-Berry conclusion that analysts' 
forecasting errors have increased over time 
robust to using I/B/E/S data? Does it pertain 
equally to S&P 500 firms and other firms? 

• Is the optimistic bias documented by Dreman-
Berry robust to using I/B/E/S data? Does this 
optimism pertain equally to S&P 500 and other 
firms? Has it been mitigated over time? Is the 
extent of mitigation similar for both S&P 500 
firms and other firms? 

• Do analyst forecasting errors and bias differ 
depending on such firm-specific factors as 
market capitalization, absolute value of pre­
dicted EPS, analyst following, and industry 
clas.sification? 

PRELIMINARY RESULTS 
Dreman and Berry relied on the Abel-Noser 
database, which uses information from Value Line, 
Zacks Investment Research, I/B/E/S, and First 
Call. Because different vendors of analyst forecasts 
define both forecasted and actual earnings num­
bers differently, mixing data from different vendors 
introduces error (Philbrick and Ricks 1991), poten­
tially making analysts' earnings forecast errors 
appear larger than they actually are. For this study, 
I used the data of a single vendor, I/B/E/S, for the 
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time period from fourth-quarter 1983 through 
second-quarter 1996. The sample consists of all U.S. 
firms for which analyst earnings forecast errors 
could be calculated. 

Figure 1 provides frequency distributions 
using the SURPE and SURPF definitions of analyst 
forecasting errors (earnings surprise), defined as 

SURPE = (Actual quarterly earnings-Predicted 
quarterly earnings)/] Actual quarterly 
earnings I 

SURPF = (Actualquarterly earnings-Predicted 
quarterly earnings)/1 Predicted quar­
terly earnings i. 

Predicted quarterly earnings were obtained from 
the I /B /E /S summary tape using the last consen­
sus (mean) estimate prior to the firm's quarterly 
earnings atinouncement.' 

SURPE and SURPF are two of the four defini­
tions of earnings surprise Dreman-Berry and I 
used in our research.^ My Figure 1 corresponds to 
tlieir Figure 1 pertaining to SURPE and SURPF, and 
my results are very similar to theirs. More specifi­
cally, the modal and median values of earnings 
surprise are zero; small positive errors are more 
frequent than negative errors; and large negative 
errors outnumber positive errors. The.se findings 
suggest that whereas analysts are more likely to be 
on target than anywhere else, managers manipu­
late earnings in a way to generate a considerable 
number of small positive (relative to small nega­
tive) surprises and large negative (relative to large 
positive) surprises ("big baths")."* 

I/B/E/S VERSUS ABEL-NOSER DATA 
Table 1 provides summary statistics on the 
I / B / E / S and Abel-Noser data. The I / B / E / S 
results are based on my analysis of these data; the 
Abel-Noser results are reproduced from Dreman-
Berry's Table 1. The average error (mean absolute 
.surprise) using the I / B / E / S data is substantially 
larger than that using the Abel-Noser data. The 
I / B / E / S SURPE of 0.590 is approximately one-
third greater than the Abel-Noser SURPE of 0.438, 
and the I /B /E /S SURPF of 0.916 is more than twice 
as large as the Abel-Noser SURPF of 0.415. More­
over, the mean surprise (bias) using the I /B /E /S 
data is also substantially larger in absolute value 
than that documented by Dreman-Berry using the 
Abel-Noser data. More particularly, the I /B /E /S 
SURPE and SURPF are -0.316 and -0.414, respec­
tively, compared with the Abel-Noser SURPE and 
SURPF of-0.250 and -0.111. 

My results could differ from Dreman-Berry's 
because of different sample-selcjction procedures. 
Dreman-Berry's sample is confined to firms with 

fiscal years etiding in March, June, September, or 
December that are followed (after 1981) by at least 
four analysts. When the I /B /E /S sample is simi­
larly restricted, the results are nearly identical to 
Dreman-Berry's.^ More particularly, for the 46,859 
I /B /E /S observations that satisfy the.secriteria, the 
average absolute surpri.se of 0.416 (SURPE defini­
tion) is similar to Dreman-Berry's 0.438, and the 
mean SURPE of -0.218 using the 1/B/E/S sample 
closely approximates Dreman-Berry's -0.250. 

From the.se results, I conclude that the 
Dreman-Berry finding of large analyst forecasting 
errors is robust to using a different data source. 
Dreman-Berry used Abei-Noser data and exam­
ined the first-quarter 1974 through fourth-quarter 
1991 time period; I obtained similar results using 
the I /B /E /S data for fourth-quarter 1983 through 
second-quarter 1996. 

HAVE FORECASTING ERRORS 
CHANGED? 
Evidence regarding five definitions of error—mean 
absolute surprise, mean surprise (bias), and the pro­
portion of errors outside the -(-/-lO percent, -t-10 per­
cent, and -10 percent bandwidths—is presented in 
Table 2 for all firms, S&P 500 firms, and non-S&P 500 
firms.^ All five error metrics use theSURl'F definition 
of earnings surprise, which has predicted quarterly 
earnings as its deflator. Dreman-Berry provided evi­
dence pertaining to three -i-/-bandwidtlis: 5 percent, 
10 percent, and 15 percent. I fcKused on the second of 
these bandwidths, -(-/-lO percent, and coasidered its 
plus and minus sides separately.*' 

Dreman-Berry concluded that analyst fore­
casting errors increase over time. In contrast. Table 
2 reveals that both mean abiiolute surprise and 
mean surprise (bias) have decreased significantly 
over time. This result is borne out by the rank 
correlations of analyst forecasting error with year, 
which are -0.973 and 0.489 for mean absolute sur­
prise and mean surprise, respectively.' Neverthe­
less, the mean surprise is negative and significant 
in every year from 1985 through 1996, suggesting 
that, although the optimistic bias has been miti­
gated, it remains significant. The rank correlations 
of time with the proportion of errors outside the 
-f/-10 percent, +W percent, and -10 percent band-
widths are -0.995, -0.038, and -0.945, respectively. 
The -10 percent bandwidth result is significant, but 
the -t-lO percent bandwidth result is not. Thus, the 
temporal reduction of error results from mitigation 
of the optimistic bias. Indeed, no temporal reduc­
tion in the percentage of large positive errors (i.e., 
earnings underestimates) has occurred. 
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Figure 1. Histograms of SURPE and SURPF 
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Comparison of S&P 500 firms with other firms 
is important because many investors invest exclu­
sively in S&P 500 firms and/or use the S&P 500 
Index as a benchmark. Analyst forecasting errors 
are much smaller for S&P 500 firms than for other 
firms. More specifically, in every year, the mean 
absolute surprise and the proportion of forecasts 
outside the +/-W percent, -̂ 10 percent, and -10 
percent bandwidths is smaller for the S&P 500 firms 
than it is for the other firms. Clearly, the earnings 
of S&P 500 firms are easier to forecast than are those 
of non-S&P 500 firms. 

Although forecasts for S&P 500 firms exhibit a 
significant optimistic bias for the 1984-96 period as 
a whole, the optimistic bias in forecasting quarterly 

earnings of S&P 500 firms disappeared as of 1993. 
More specifically, for S&P 500 firms, a significant 
optimistic bias is evident in every year in the 1985-
92 period but not in the four most recent years, 1993 
through 1996. In contrast, the bottom panel of Table 
2 reveals that the optimistic bias in forecasting 
quarterly earnings of other (non-S&P 500) firms 
exists in all 12 years, 1985 through 1996. Perhaps 
the disappearance of the optimistic bias for S&P 500 
firms is attributable to mitigation of the big-bath 
phenomenon or a lessening of the tendency of these 
firms' managers to manipulate earnings in a way 
to generate a large number of small positive (rela­
tive to small negative) surprises." 
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Table 1. Descriptive Statistics for Earnings Forecast Errors 

Slittistk-

Number ol (orecasLs 

Meiin .ibsolute surprLst 

Mran surprise (bias) 

Median 

Maximum 

.Minimum 

1/B/E/S (4Qiy«3-2Q]W6) 

SURPE SURPF 

129,436 
0,590 0.91(1 

-0.316* -0.414* 

{).«)() 0.000 

314.000 863.000 

-186.259 -Hi9.0(Kl 

Abol-NiLsertlQ 1974-4Q 1991) 

.SURPE SURPl-

66.100 

0.438 0,415 

-0.2,50* 4 ) . n r 

O.OOC) O.OIM) 

•19.lK)0 4B,0(.(0 

-216.000 -2X2.600 

,Vi>/f: SURPE (SURPF) is con6en.su.s EPS surpri.se as a percent of absolute vahif ol aclu.il (forecast) EPS. 
•Significant at the 5 percent le\'el, two-tailed test. 

DO FORECASTING ERRORS DIFFER 
BY FIRM-SPECIFIC FACTORS? 
Table 3 shows whether errors differ by market capi­
talization, absolute value of earnings forecast, or 
analyst following. Such comparisons are relevant 
becau.se many investors invest primarily in large 
firm*;, firms with comparatively large earnings fore­
casts, or firms witli relatively heavy analyst follow­
ing. For these investors, the average analyst earnings 
forecast error per se is less relevant than the average 
forecasting error for these firm-specific subsamples. 

The market capitalization results are mono-
tonic for four of the five error measures: mean 
absolute surprise, mean surprise, and proportion 
of errors outside the +/-10 percent and -10 percent 
bandwidths. The highest capitalization group (i.e., 
firms with market caps in excess of $3 billion) has 
a smaller proportion of errors outside the +10 per­
cent bandwidth than do any of the other market cap 
groups. Regarding bias, a significant optimistic 
bias (negative mean surprise) is evident for all mar­
ket caps except the largest one. 

The absolute value of earnings forecast results 
is not monotonic for any of the five definitions of 
error. Nevertheless, the mean absolute surprise and 
the mean surprise (bias) results are nearly mono-
tonic; the exception occurs when forecasted earn­
ings are at lea.st $1. For this group, tlie mean absolute 
surprise and the mean surprise (bias) are approxi­
mately halfway between what they are for the [$0.10, 
$0.25) and [$0.25, $0.50) groups. The bandwidth 
results are similar to the mean absolute surprise and 
bias results in that the largest absolute value of earn­
ings forecast group (i.e., > $1) does not have the 
smallest proportion of errors outside the +/-10 per­
cent, -1-10 percent, or -10 percent bandwidths.'' 

Similar to the absolute value of earnings fore­
cast results, the analyst-following results are not 
monotonic for any of the five definitions of error. 
Nevertheless, the results are monotonic for all five 
error measures as the number of analysts increases 
from 1 to 5, and the .smallest errors are obtained for 
the largest analyst following (10 or more) for four 

of the error measures.'" Moreover, the rank corre­
lations for the five error measures range from an 
absolute value of 0.782 to 0.988, and they all are 
statistically significant. Thus, error generally 
decreases when analyst following increases. 

DO FORECASTING ERRORS DIFFER 
BY SECTOR? 
The five error metrics are provided iii Table 4 for 
each of the 14 industries in the I /B /E /S sample 
with data pertaining to at least 50 firms. The mean 
absolute surprise ranges from a low of 0.255 to a 
high of 1.663. Two industries have a mean absolute 
surprise below 0.4(X): food and kindred products 
(0.255) and holding companies and other invest­
ment offices (0.392). At the other extreme, two 
industries have mean absolute surprises in excess 
of 1.0: oil and gas extraction (1.663) and primary 
metal industries (1.267). 

{•"leven of the 14 industries evidence a signifi­
cant optimistic bias. Optimistic bias for tlie other 
three—transportation equipment, commimica-
tions, and insurance carriers—is not significant. 
The mean surprises range from a low of -0.068 to a 
high of-0.721. Three industries have an optimistic 
bias below 0.080 in absolute value: food and kin­
dred products (-0.068), transportation equipment 
(-0.070), and communications (-0.076). At the other 
extreme, two industries have an optimistic bias 
above 0.500 in absolute value: oil and gasextraction 
(-0.721) and primary metal industries (-0.532). 

The proportion of analyst forecasting errors 
outside the -i-/~10 percent bandwidth ranges from 
a low of 0.361 to a high of 0.780. Twoindustrieshave 
less than 40 percent of their observations outside 
the +/-10 percent bandwidth; food and kindred 
products (0.361) and depository institutions (0.369). 
At the other extreme, two industries have more 
than two-thirds of their observations outside the 
+ /-10 percent bandwidth: oil and gas extraction 
(0.780) and primary metal industries (0.683). 
Twelve of the 14 industries have more errors out­
side the -10 percent than outside the +10 percent 
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Table 2. Forecast Errors by Year: All Firms, S&P 500 Firms, and Other Firms 

Year/Statistic 

AUfinu^ 

1W4 

19K5 

19K6 

WK7 

198g 

19KV 

1990 

1991 

1992 

1993 

1994 

1995 

1996 

.Mean 

Rank Correlation 

S&P SOO/irfn.s 

19K4 

1985 

1986 

1987 

19SK 

1989 

1990 

1991 

1992 

1993 

1994 

1995 

1996 

Mean 

Rank Correlation 

Otherf i r i i i i 

1984 

1985 

1986 

1987 

1988 

1989 

1990 

1991 

1992 

1993 

1994 

1995 

1996 

M e a n 

R a n k C o r r e l a t i o n 

N u m b e r of 

F i r m s 

2,109 

2,525 

2,580 

2,829 

2,804 

2,874 

2,890 

2,875 

3,195 

3,630 

4,193 

4,476 

4,!593 

431 

443 

453 

463 

466 

473 
476 

481 
485 

486 

492 

492 

494 

1,678 

2,082 

2,127 

2,-366 

2,338 

2,401 

2,414 

2,394 

2,710 

.3,144 

3,701 

3,984 

4,0<W 

N u m b e r of 

Fo recas t s 

2,246 

8,608 

8,506 

8,856 

9,041 

9,461 

9,627 

9,.583 

10,702 

12,563 

14,213 

15,013 

n,(x)s 

452 

1,743 

1,714 

1,791 

1,8.52 

1,842 

1,896 

1,892 
1,887 

1,983 

1,993 

1,936 

1,314 

1,794 

6,865 

6,792 

7,074 
7,189 

7,619 

7,731 
7,691 

8,815 

10,580 

12,220 

13,077 

9,694 

Mean Absolute 
Surprise 

2.525 

1.593 

1.773 
1.362 

1.067 
0.959 

1.034 

0.802 

0.688 

0.583 

0.494 
0.541 

0.527 

0.916 

-0.97.3* 

0.701 

0.748 

0.620 

0487 

0.382 

0.427 

0.331 
0.442 

0.467 

0,345 

0.2.33 

0.190 
0,310 

0.418 

-0.868* 

2.9S5 

1,807 

2.064 

1.583 

1.244 

1.087 

1.206 

0.890 

0.735 

0.628 

0..537 

0.593 

0.557 

1.019 

-0.973* 

Mean 
Surpri.fe 

0.795 

-0.667* 

-l.(K)7' 

-0.700* 

-0.468* 

-fl.537* 

-0.685* 

-0444 ' 

-0.330* 

-<).230* 
-0.1 S9* 

-0.244* 

-f).173* 

-0414* 
0489* 

0.237 

-fl.474* 

-0.250* 

-0.137* 

-0.143* 

-0.166' 

-0.113' 
-0.267* 

-0.148' 

0.027 
0.027 

-0.008 

0.002 
-0.129* 

0.357 

0.9.35 

-<1.716» 

-1.198* 

-0.843* 

-0.552* 

-0.626* 

-0.825* 

-0.488* 
-0.369* 

-fl.278* 

-0.225* 
-0,279* 

-0.197* 

-0473* 
0.489* 

+/ -10 Percent-

0.697 

0.65! 

0.656 

0,650 

0.620 

0.615 

0.6(X) 
0.598 

0,557 

0,544 

0.514 
0.510 

0.501 

0.577 

-0.995* 

0..593 

0.503 
0496 

0.487 

0.470 

0.447 

0.441 
0.467 

0.420 

0.409 

0..335 
0,335 

0.318 

0.431 

-0.978* 

0.724 

0.689 

0.697 

0.692 

0.6.59 

0.655 
0.639 

0.630 

0.586 
0.569 

0.543 

0.536 

0.526 

0.608 

-0.984* 

+ 10 Percent-' 

0.311 
0.226 

0.245 

0,264 

0.269 

0.24(1 

0.215 

0.242 

0.261 

0.258 
0.258 

0.2.56 

0.260 

0.252 

-0.038 

0..3()5 

0.186 

0.225 

0.245 

0.259 

0.203 

0.191 
0.189 

0.205 

0.220 

0.208 

0.196 

0.177 

0.211 
-0.462 

0.312 

0.236 
0.250 

'0.269 

0.272 
0.250 

0.221 
0.255 

0.274 

0.265 

0.266 

0.264 

0.272 

0.260 

0.088 

-10 Percent-' 

0,386 

0.426 

0412 

0.386 

0.351 

0.374 

0..384 

0.3.56 

0.296 

0.286 

0.256 

0.255 

0241 

0.326 

-0.945" 

0.288 

0.317 

0.271 

0.243 

0.211 

0.245 
0.249 

0.277 

0.215 
0.189 

0.126 

0.139 

0.141 

0.220 

-0.819* 

0411 

0.453 

0.447 

0.422 

0,387 

0.406 

0.417 

0.376 

0.313 

0.305 
0.277 

0.272 

0.254 

0.348 

-0.912* 

Note: Mean absolute surpri.se, mean siirpri.se, and the percentage of surprises outside the three bandwidths u.se absolute value of 

earnings forecast as the deflator. 

•"Proportion of surprises out.side bandwidth. 

•Significant at the 5 percent level, two-tailed le.st. 
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Table 3. Forecast Errors Classified by Market Capitalization, Absolute Value of Earnings Forecast, 
and Analyst Following 

Numlier of Number of Mean Absolute Vleaii 
Firms Forecasts Surpri.se .Surprise i / - 1 0 IVnenf' +101'ercenf' -10 Percent'' 

Mnrkel aipikiUzaliou IS millionny 

<-.50 ,3,1.37 18,247 2.198 -1445* 0.774 0,242 0,5.32 

1.50-100) .3,316 17,.572 1.228 -4).616* 0.1̂ 79 0.2W-. 0412 

n0O-.5OO) 4,.529 46,349 0.749 -0.271' 0..585 0.267 0.318 

|5(KK3,(H)0) 2,350 33,777 0.511 -1».096' 0.481 0.246 0.2.34 

>3,0()0 652 12,445 0.278 -0.019 0.370 0.203 0.167 

fiank correlation -l.(K)0' 1.000' -1.000* -0.300 -i.OOO* 

AI»ohi1e viihieof i'ltriiiiigi: forecast Ici'ltli)^' 

<5 2,731 8,588 5407 -2.564' 0.819 0.348 0.471 

15-10) 3,7.50 13,796 1.528 -0.681* 0.827 0.363 0.464 

110-25) 5,863 40,552 0.644 -0.300" 0.598 0.258 0.340 

125-50) 5,210 37,857 0.380 -0.159* 0.499 0.218 0.282 

150-100) 2,957 22,100 0.297 -0.105' 0.444 0.199 0.245 

>1(H1 1,094 6,544 0.607 -0.2.50" 0.507 0.277 0.281 

Rank correlation -0.829' 0.829" • (),771 -0.771 -0.943* 

Analmt fotluwin^ tnumber of uiialt/ilsf 

1 6,189 35,979 1.421 -0.593* 0.707 0.293 0.414 

2 5,011 22,983 1.035 -0.578* 0.629 0.272 0.3.58 

3 3.913 15,728 0.790 -0.364" 0,581 0.251 0.330 

4 3,077 11,411 0.674 -0.294* 0.544 0.246 0.298 
5 2,384 8,532 0.581 -0.225* 0.519 0.241 0.278 

6 1,898 6,775 0.762 -0.460* 0,482 0.217 0.266 
7 1,555 5,354 0.553 -0.285" 0.465 0.207 0.258 

8 1,296 4,356 0.795 -0.135 0.449 0.191 0.258 

9 l.tCiO 3,664 0.48fi -0.233* 0.452 0.208 0 2+) 

>10 1,023 14,6.54 0..354 -0.126' 0.;!87 0.192 0.195 

Rank correlation -0.782* 0.842* -0.988* -0.939* -0.988* 

Note: Mean absolute surprise, mean surprise, and the percentage of surj.iri.ses outside the three bandwidths use ab.siilute value of 
earnings forecasl as the deflator. 

•'Stock price multiplied by number of common slocks outstanding. 

''Earnings foret-ast is the l / B / R / S mean forecast. 

'Number of analysts who.se forecast is included in the calculation of the I / B / E / S mean forecasl. 

''Proporlion of surprises outside bandwidth. 

"Significant at the 5 percent level, two-tailed test 

bandwidth, indicating that when large errors occur, casting errors have increased over time. In a 1996 
analysts are more likely to overestimate earnings article, I argued that the Abel-Noser data, as sum-
(optimisHc bias) than to underestimate them (pes- marized by Dreman-Berry, suggest precisely the 
simistic bias). The two exceptions are depository opposite. In his critique of my analysis, David 
institutions and insurance carriers. Perhaps these Dreman correctly pointed out that I did not access 
two industries are less likely than the other 12 to fhe data Dreman-Berry used to reach their conclu-
take big baths, which induce large negative errors -'''O"*-'" ^^s study, I used I/B/E/S data to examine 
and give the appearance of analyst optimism. « '̂̂  ^"^'^ '"̂ ^̂ "'̂ '̂  ô determine whether analyst 

CONCLUSION 

forecasting accuracy has deteriorated over time. I 
found that analyst forecasting errors have decreased 
significantly over time, especially for mean ab.so-

Using the Abel-Noser database for 1974 through ,̂ ,jg surprise and the proportion of errors outside 
1991, Dreman and Berry argued that analyst fore- ^^^ +/_](, percent and -10 percent bandwidths." 
casting errors are too large. Based on the 1/B/E/S f̂ ŷ fixiding that analysts' earnings forecast errors 
database for 1983 through 1996,1 show that analysts' have decreased over time is robust to firms 
eamings forecast errors are approximately as large included in as opposed to those excluded from the 
as Dreman-Berry documented. Thus, their results S&P 500. 
appear to have extenial validity. I examined whether analyst forecasting errors 

Dreman-Berry maintained that analyst fore- differ according to certain firm-specific factors: 
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Table 4. Forecast Errors by Industry 

SIC 
Code 

13 

20 

28 

.33 

35 

36 

37 

38 

48 

49 

60 

63 

67 

73 

Industry Name 

Oi! and gas extraction 

Food and kindred products 
Chemicals and allied products 

Primary metal industries 

Industrial, commercial machinery 
and computer equipment 

Electronics and other equipment 
companies 
Tran.sportation equipment 

Measurement instruments; photo 
goods; watches 

Communications 

Electric, gas, and sanitary .services 

Depository institutions 

Insurance carriers 

Holding; other investment offices 

Business .services 

Number of 
Firms 

73 

55 

128 

63 

128 

104 
66 

76 
56 

190 

421 

189 

82 

78 

Number of 
Forecasts 

1,681 

1,644 
3,910 

1,619 

3,958 

2,824 
2,096 

1,991 
1,292 

6,766 

7,298 

4,453 

777 

2,111 

Mean Absolute 
Surprise 

1.663 

0.255 

0.454 
1.267 

0.794 

0.856 
0.820 

0.445 
0.455 

0436 

0.543 

0.512 

0.392 

0.540 

Mean 
Surprise 

-fl.721" 

-0.068* 
-0.159* 

-0.532* 

-0.243* 

-0.370* 
-0.070 

-0.186* 
-0.076 

-0.130* 

-0.336* 

-0.142 

-0.151* 

-0.263* 

>/-10 
Percent-" 

0.780 

0.361 

0422 

0.683 

0.596 

0.556 
0.553 

0.425 
0.429 

0.560 

0.369 

0.517 

0.539 

0.448 

+\0 
Percenf 

0.338 

0.166 

0.189 

0.298 

0,274 

0.237 
0.249 

0.186 
0.202 

0.261 

0.197 

0.285 

0.175 

0.182 

-10 
Percent-' 

0.442 

0.195 

0.233 

0..385 

0.322 

0.319 
0.305 

0.239 
0.227 

0.299 

0,171 

0.Z32 

0.364 

0.266 

No/rs: Mean ab.solute surpri.se, mean surprise, and the percentage of surprises outside the three bandwidths use absolute value of 
eamings forecast as the deflator. To be included in Table 4. an industry must have more than 50 firms in the sample. 
•'Proporticm of forecast errors (using absolute value of eamings forecast as a deflator) outside bandwidth. 
"Significant at the 5 percent level, two-tailed test. 

inclusion in the S&P 500, market capitalization, 
absolute value of eamings forecast, analyst 
following, and industry membership. I showed 
that: (1) analyst forecasting errors for S&P 500 firms 
are smaller than for other firms; (2) analyst 
forecasting errors are relatively small for firms with 
comparatively large market cap, absolute value of 
eamings forecast, and analyst following; and (3) 
analyst forecasting errors for firms in certain 
industries are substantially larger than those in 
other industries. Thus, depending on the nature of 
the firms followed by investors, analysts' eamings 
forecast errors may be considerably larger or 
smaller than average. 

Dreman and Berry showed that analysts' earn­
ings forecasts exhibit an optimistic bias. I had 
argued in my 1996 paper that the optimistic bias 

was not evident for S&P 500 firms for the period 
from first-quarter 1993 through third-quarter 1995. 
Moreover, according to I/B/E/S, the optimistic 
bias has not been evident for S&P 500 firms for the 
subsequent period, fourth-quarter 1995 through 
second-quarter 1997.'-

Based on the I/B/E/S data, which include both 
S&P 500 and other fim\s, I documented an optimis­
tic bias in analysts' quarterly eamings forecasts for 
all years, 1985 through 1996, and in 11 of 14 indus­
tries. I also showed that the optimistic bias in quar­
terly forecasts has diminished significantly over 
time for both S&P 500 and other firms and that it 
was absent for S&P 500 firms for each year from 
1993 through 1996. The optimistic bias in quarterly 
forecasts for non-S&P 500 firms remains.'-' 

NOTES 

1. Because earnings forecast errors cannot be calculated when 
the actual or quarterly eamings forecast equals zero, the.se 
observations were omitted from the analysis. To be consis­
tent with Dreman-Berry, 1 did not adjust outliers in any 
manner. 

2. The other two definitions of eamings surprise are SURP8 
and SURPC7, which respectively use the standard devia­
tion of trailing eight-quarter actual eamings per share and 
the standard deviation of trailing .seven-quarter changes in 
eamings per share. 

3. Other studies have documented that managers manipulate 
eamings in order to report positive eamings, po.s!li ve earn­
ings growth, and/or eamings that exceed analyst expecta­
tions. When managers cannot succeed in the.se goals, they 

are likely to take a "big bath." See Lowenstein (1997). 
4. For simplicity, I do not provide these results in a table. 
5. These results and those that follow are based on the full 

I/B/E/S sample of 129,436 observations described in 
Table 1. 

6. This suggestion was made when 1 presented an earlier 
version of this article at the 1997 Prudential Securities 
Quantitative Research Seminar for lastitutional Investors. 

7. The positive rank correlation for mean surprise indicates 
that the bias has become less negative (i.e., there has been a 
temporal reduction in Ihe optimistic bias). 

8. Such an analysis is beyond the sco}>e of this study but is on 
the author's re.search agenda. 

9. When I presented results at the 1997 Pmdential Securities 
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10. 

Qtiiinlit.ilive Kesearch Seminar for lastitutional Inve.sUirs, 1 
useii the actual EPS as a deflator. It was suggested to me 
that Ihe aberrant results for the largest HI'S group may be 
attributable to large randt)m shocks in (he actuals. When I 
substituted (orecosH-d EPS for actual EPS (as in (his article), 
the tenor of my re.sults was unchanged. 
The exceptiiii\ is the proporlion of errors outside Ihe ^10 
percent bandwidth, for which the proportion ot 19.2 percent 
for the an.ilysl fotl()Wing of >10 slightly extt-eds the propor­
tion of 19.1 penent for the analy.st following of 8. 
Ihe exception is that the percentage ol errors outside Ihe 

110 percent bandwidth has not decrea.sed significantly for 
either the entire 1/B/E/S sample or the non-S&P 500 ,sub-
saniple. 

12. According lo intormation provided lo me by 1/B/1;/S, the 
mean siirjirises for S&P .500 firms for these seven quarters 
(sample .si/fs are in parentheses) are 1.7 percent (488), 2.4 
percent (492), 2.6 percent (490), 2.4 perceni (490), 1.9 percent 
(-181), i 3 perceni (492), and 2.2 percent (491). The optimistic 
bias I.S still present for S&P 500 firms for annual forecasts. 

13. I am grateful to O r e s legenaw for providing me with 
e.xcellent research assistance. 
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EXMBir 

33 
Duke Integration Assumptions Ig ^ ^ ' 

In the following document, "Duke" is referring to the Duke Energy affiliates that are 
integrating into PJM on January 1, 2012, namely, Duke Energy—Ohio, Inc. and Duke 
Energy—Kentucky, Inc. and associated regulated and unregulated generation assets, 
unless otherwise specifically identified. 

General Assumptions -

The industry will request additional information surrounding the potential impacts of this 
integration. Such request will generate the need to conduct the following studies: 

i. Impacts on flowgates 
ii. Administrative Cost Analysis to all PJM members 
iii. MMU Assessment/Study 

[Plaiming will verify that there are no significant differences in IRM 
due to Duke integration] 

Transmission Service 

OASIS 
1. Transition 

• There will be one OASIS node, the PJM OASIS. 
• Transmission customers will submit and receive transmission reservations to the 

PJM single node OASIS. It will be available to transmission customers one 
month prior to integration to allow reservation of monthly transmission service. 

2. Reservation Conversion 
• Reservations purchased on the MISO OASIS node prior to one month ahead of 

integration will be converted to the appropriate PJM RTO product and subject to 
the PJM RTO rates as filed in the PJM OATT. Customers who have reservations 
that need to be converted will be contacted directly by PJM. Converted 
reservations and long term firm contracts will be converted to PJM equivalent 
products. 

3. Transmission Provider 
• PJM becomes the Transmission Provider and approver for Duke transmission 

customers under the PJM tariff, using PJM rates including a single RTOR 
(Regional Through and Out Rate). 

4. Path Selection 
• PORs/PODs and Sources/Sinks will be redefined to reflect the inclusion of Duke 

within PJM. Based on the POR and POD selected on the OASIS, only one path 
will be allowed. PJM will determine the allowable path based on a load-flow 
analysis. 
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Duke Integration Assumptions 

5. AFC/ATC 
• There will be one AFC/ATC engine, to be run by PJM. 
• Additional flow gates will be introduced to the AFC/ATC engine and calculation. 
• Decrementing of ATC will be based on reservations, IDC schedule data, EES, and 

Super Regional Congestion Management (SRCM) flow gate limits. 

6. Losses 
• Losses on transmission reservations for block schedules will be financial and 

marginal. 
• Exceptions to marginal losses for any grandfathered transactions will be handled 

on a case by case basis and recorded in "special case" documentation. 

7. Long Term Reservation 
• PJM will manage the granting of Long-Term Firm transmission service requests 

for Duke. 

Tagging & Scheduling 

1. Tagging 
• E-Tag 1.8.1 will be used; however, PJM will not support vertical stacking of 

OASIS reservations on schedules sinking, leaving, or going through PJM. PJM 
will provide for horizontal stacking of OASIS reservations on schedules in all 
situations. 

• Conversion of existing NERC Tags must be evaluated. 

2. Tagging Service 
PJM will use OATI for tagging services (agent, authority, and approval) for the 
Duke Control Zone. Transmission customers will be required to specify the full 
contract path on their tags, including all Scheduling Entities on the path. PJM 
must appear as the Transmission Provider on the tag. 

3. External Energy Scheduling 
• Generators will submit External Energy Schedules using the PJM Enhanced 

Energy Scheduling (EES) application for scheduling outside the PJM RTO. 
• Scheduling of imports, exports, or wheels through multiple interfaces of the new 

PJM footprint will be managed through EES. 
• There will be additional valid contract paths in EES for external schedules that 

include Duke in PJM footprint. 
• There will be one ramp limit for the PJM RTO. Because ramp is limited, PJM 

allows for scheduling on 15-minute increments. 

System Operations 

1. Energy Management 
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Duke Integration Assumptions 
• PJM will be responsible for the operation of the Duke transmission system under 

the current system operating policies and procedures. PJM is registered and as the 
BA and TOP for this additional footprint. 

• Duke's network model will be incorporated into the current PJM EMS model 
down to at least 100 kV. The model building will occur incrementally in the 
succeeding model builds leading up to the January 1, 2012 integration date. 

• There will be one State Estimator solution for the PJM footprint. 
• PJM will receive Duke's operational data through ICCP links from the Duke 

control room in Cincinnati. 
• Duke's EMS will be the backup for generation dispatch in the event of 

communication problems with the PJM EMS via PJMnet. 
• Duke will receive a GT (generation transfer) signal for backup AGC purposes. 
• The PJM-calculated Duke control zone ACE will provide separate fleet regulation 

signals to the generators' EMS systems and any directly connected SCAD A 
plant that participates in the regulation market. 

• A Reactive Interface Analysis may need to be done to determine if any additional 
Reactive Interfaces are necessary. 

2. Reliability Coordination 
• PJM will take over responsibility for reliability coordination ("RC") for Duke as 

ofthe integration date of January 1, 2012. As the Reliability Coordinator for 
Duke, PJM has the authority to direct Duke operations, in accordance with the 
PJM Reliability Plan, NERC Standards, and good utility practice in order to 
preserve the reliability on the interconnection. 

3. Emergency Coordination 
• As the RC/TOP/BA, PJM will direct/coordinate emergencies (i.e. emergency 

conditions, TLR 5 events, restoration). 

4. Congestion Management 
• PJM will provide congestion management in accordance with the PJM Market, CM2 

processes, and the NERC Transmission Loading Relief (TLR) Standard as per the JO As. 
• AFC coordination will be addressed through PJM's CM2 application as well as 

any other existing AFC processes adhered to by PJM. 
• Duke and PJM must perform Flow gate studies to determine the updated flow 

gate list. 
• Flowgate data will be exchanged per the processes defined between PJM and 

MISO 

5. Dispatch 
• PJM will economically dispatch the PJM RTO as a single, security constrained 

solution. 
• PJM will direct all generation owners to redispatch, for most internal constraints. 
• PJM Dispatch will include effective marginal losses. 
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Duke Integration Assumptions 
• Individual Generator Dispatch (IGD) signals will be sent to all generators within 

the Duke footprint upon integration into PJM. 
• PJM Dispatch will have to consider flow gates outside ofthe PJM footprint as 

they do today. 
• Transmission and generation operators will be PJM Certified before integration. 

6. Checkout 
• PJM will handle checkout for Duke footprint transactions. 

7. eDART 
1. Generator Outage Ticket 

a. Generators will need to comply with the rules set out for the following 
ticket types Forecasted Planned, Maintenance and Unplanned. 

i. Forecasted Planned tickets will need to be submitted at least thirty 
days before the start ofthe outage to be considered Forecasted 
Plaimed. Forecasted Plaimed tickets are approved based on the 
amount of Available Reserve, Blackstart Scenario checkout, and 
are approved when not within the time period for Peak Period 
Maintenance season (for non- Hydro-Run of River units), 

ii. Maintenance tickets are postpone-able to after the following 
Monday, 

iii. Unplaimed tickets are those that must happen at the time stated 
such as in the case of a unit trip. 

2. Transmission Outage Ticket 
a. Duke will submit the tentative dates of all planned transmission outages of 

Reportable Transmission Facilities to PJM via eDART as far in advance as 
possible and update PJM at least monthly. For transmission outages exceeding 
five days, Duke shall use reasonable efforts to submit the planned outage 
schedule via eDART one year in advance but no later than the first ofthe month 
six months in advance ofthe requested start date along with a minimum of 
monthly updates. 

b. Dukeis required to submit all outage requests in excess of 5 days in duration by 
the 1st of the month six months in advance ofthe start ofthe outage. 

c. Duke is required to submit all other outage requests by the 1st of the month prior 
to the month ofthe requested start date ofthe outage. 

d. Outages scheduled for the following Plaiming year (i.e. June 1 - May 31) 
exceeding 30 days in duration are to be submitted via eDART by February 1 for 
use in the annual FTR auction. 

e. As the Reliability Coordinator, PJM has the ultimate approval of 
transmission outage requests in order to maintain system reliability. 

f Duke will designate an engineer responsible for support of PJM peak 
seasonal (OATF) and interregional assessments to ensure an accurate 
model reflective of expected upcoming system topology including both 
generator and transmission outages and upgrades. 

3. Transmission Equipment Ratings Monitor (TERM) 
a. Duke will now be responsible for the semi-annual review of all equipment 

ratings (i.e. May and November) 
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4. Overload Reporting 

a. Reports will be adjusted to include overloads for Duke. 
5. Instantaneous Reserve Check (IRC) 

a. One new column for the control zone Duke will be added to the reports. 
b. Duke generator owners will now be included as part ofthe IRC and will 

need to submit data for the IRC whenever one is called. 
6. Minimum Generation Report (MinGen) 

a. Duke generator owners will now be included as part ofthe MinGen and 
will need to submit data for the MinGen whenever a MinGen Event or 
Alert is called. 

7. Status Reports (SR) 
a. Current Status Report 

i. The Interchange will be adjusted to no longer include Duke. 
ii. All of the other values for the report will be adjusted to include 

Duke 
b. Peak Status Report 

i. The Interchange will be adjusted to no longer include Duke. 
ii. All ofthe other values for the report will be adjusted to include 

Duke 
c. Supplemental Status Report (SSR) 

i. One new column for the control zones Duke will be added to the 
reports, 

ii. Duke footprint generator and transmission owners will now be 
included as part ofthe SSR and will need to submit data for the 
SSR whenever one is called. 

8. NERC Data 
Duke will supply NERC SDX data as they progress through the levels of 
submission below, with level 1 being the initial level and level 3 being the 
ultimate result. There will be a period where they are in between levels 2 and 3. 
They will advance through these levels independent of each other. 

i. Level 1 - Duke will continue to send their own pre-constructed 
SDX file to be appended to the PJM file 

ii. Level 2 - They will be entering load forecast data into the Load 
Forecast form. This data will be merged with the MW Outage 
Generator Tickets and the Transmission Outage Tickets when sent 
to NERC. 

iii. Level 3 - They will no longer need to enter Load Forecast data as it 
will be derived firom other means (i.e. GDB, eMKT, eDART -
Generator Tickets, and EES). 

9. Restoration Data 
a. Restoration plans in the event of an outage must be updated and 

coordinated by Duke and delivered to PJM. 
b. Duke generator and transmission owners will now be included as part of 

the Restoration Drill and will need to submit data for the Restoration Drill 
whenever a Restoration Drill is called. 
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Billing and Settlement 

1. Internal Energy Schedules 
• Load serving entities will submit internal schedules using the PJM eSchedules 

application. Internal Schedules includes any schedules within the Duke and PJM 
boundaries. 

2. MSET 
PJM will perform the Billing and Settlements fimctions for the Duke zone 
through the current PJM MSET application. 
The weekly and monthly billing cycles will be consistent with that ofthe 
remainder ofthe PJM membership 
Settlements and billing data will expand to include additional customers, eMTR 
accounts, energy schedules, and LMP nodes for the new buses, aggregates, and 
zones. 
There may be municipal entities that may choose to serve their load via point-to-
point transmission service, (need to identify if there are any entities that currently 
serve their load in this manner) 
Duke zone settlements will reconcile Load Responsibility energy schedules on a 
two calendar month lag to be consistent with that ofthe remainder ofthe PJM 
membership 
PJM will distribute Market Settlements Reports via the MSRS application. 
PJM will calculate and distribute invoices for Transmission, Energy, Capacity, 
and Ancillary Services billing line items. 
Special Schedules (Joint-owned units. Dynamic Schedules, etc.) will be handled 
on a case by case basis and recorded via special case documentation. 
Market to Market allocation methodology remains the same. 

3. Ancillary Services 
The Duke zone will be included in the RTO Regulation Market and will not be 
included in any reserve sub-zones (i.e., Mid-Atlantic). 
Generators will need to qualify units for the Regulation Market by providing past 
data to prove the generator can support regulation approximately 60 days before 
integration. 
Generators will need to qualify units for Black Start approximately 90 days before 
integration. 
PJM will select resources hourly to provide regulation and certain resources to 
provide synchronized reserve based on a co-optimization between energy, 
regulation and synchronized reserve. These hourly assignments may be updated 
in real-time via PJM. Hourly assignments will be communicated to 
owners/operators through the eMKT user interface. Intra-hour Regulation 
assignments will be communicated to owners/operators by the PJM generation 
dispatcher. Intra-hour synchronized reserve assigmnents will be communicated 
via dispatch signals. 
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Market Operations 

1. Capacity-RPM 
• Duke will submit Capacity Transactions and Load Contributions using the eRPM 

application. There will be a transition period following integration during which 
Duke will participate in RPM via an FRR plan. The FERC-filed integration 
agreement will document whether Duke participates in the RPM Base Residual 
Auctions following integration as opposed to waiting the minimum 5 years 
otherwise applicable to FRR entities. 

• Duke will contract bi-laterally with capacity resource providers for capacity 
needed to meet their capacity obligations for the remainder ofthe 2011/12 
delivery year and the entirety ofthe 2012/13 and 2013/14 delivery years. 

• A new LDA will be established for the Duke transmission zone. 
• The Reliability Assurance Agreement (RAA) will be updated to reflect changes 

due to Duke Market Integration. 

2. ARR/FTR Allocations and FTR Auctions 
• Duke footprint Network and Firm Point-to-Point transmission customers will 

participate in the annual allocation for ARRs effective on June 1, 2012. This 
allocation will be conducted approximately 3 months prior to when the ARRs 
become effective. ARRs allocated in this allocation may be directly converted 
into FTRs prior to the annual FTR Auction. 

• A Special FTR Allocation will be conducted for the Duke zone since the 
integration date is not on the first of June. This special allocation of FTRs will 
cover the period of time between the implementation ofthe Duke zone on 
January 1, 2012 and the next Annual ARR Allocation in which the Duke zone 
actually integrates into PJM (ARRs effective for June 1, 2012). 

• Duke pricing points will be available in the Annual, Long-Term and Monthly 
Balance of Planning Period FTR Auctions through eFTR beginning with the first 
auction after integration. 

3. Markets 
• Duke and generators in the Duke footprint will submit Generation / Demand Bids 

using the PJM eMKT application. 
• There will be a single Energy Market. 
• The inclusion of generators in the Duke footprint in the PJM wholesale energy 

markets will be based on PJM's current market rules. 
• The timeline for clearing the market and posting the results for day ahead and 

real-time markets will remain the same based on Eastern Prevailing Time. All 
PJM Market applications assume EPT unless otherwise specified. 

• Market trials will be conducted approximately two months prior to Market 
Integration. 

• Duke and generators in the Duke footprint will join the PJM Balancing Authority 
as a separate Control Zone; PJM will assume BA Operations. 
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Duke Integration Assumptions 
• There will be one Area Control Error (ACE) for the PJM BA, any adjustments to 

the definition of PJM interface pricing points post-Duke integration will need to 
be determined based on the distribution factor analysis. 

• There will be a single Duke transmission zone 

4. Revenue Quality Metering 
• The Duke utilities and the generators in the Duke footprint will submit Meter 

Data (Internal / External Ties to PJM and Generators) using the PJM eMTR 
application. If generator metering is only available on a plant basis, this limits the 
eMKT offer data for those generators to also be only on a plant basis. 

• Duke will be incorporated into the single PJM Inadvertent calculation. 

5. Locational Marginal Price 
• Duke and the generators in the Duke footprint will be included in the single PJM 

energy market; and will have LMP. 
• LMPs will include the effective marginal losses. 

6. eData 
• The contour map will be updated to include the Duke control zone within the 

PJM Control Area. 

7. Market Monitoring 
• Monitoring Analytics will perform the Market Monitoring functions for Duke and 

generators in the Duke footprint. 

8. Demand Response 
• PJM will administer economic and emergency demand response for market 

participants in the Duke zone according to the PJM rules. 

Business Support 

1. Control Documents 
• PJM's tariff will require a compliance filing to include Duke's rates. 
• PJM Tariff (OATT) and Operating Agreement will need to be modified to 

accommodate the Duke integration. 

2. PJMnet 
• PJM will continue to use PJMnet for retrieving telemetry and SCADA data for 

Duke. Cinciimati control center links will be used to transmit EMS data to PJM. 

3. Participant Readiness/Training Development 
• PJM has developed a comprehensive approach to assist new PJM market 

customers with the integration of Duke into the PJM footprint. This approach 
consists of two parallel and complimentary efforts: Participant Readiness and 
Training Delivery. 
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• Participant Readiness includes distribution of relevant information, references to 

whitepaper and other PJM resources to provide details and requirements, and a 
customized checklist for each customer which highlights the major topics that 
need to be covered to prepare for integration. 

• To facilitate the Participant Readiness process, PJM will establish client manager 
teams that will work with the various customer groups (i.e. Generation Owners, 
Load Servers, etc.) to conduct meetings, recommend training, and monitor 
progress. 

• Training should continue with the objective of increasing customer comfort with 
PJM systems, processes, and markets. A comprehensive training schedule of in 
person classroom training will be developed for delivery within the Duke 
footprint. The schedule will include the following courses and programs. PJM 
101, Load Serving Entity (LSE) Program (LSE 201, 202, 203, 204, 205), Market 
Operations Center Program (Generation 101, 201 and 301 and Operations 101), 
Local Control Center (LCC) Program (Transmission 101, 201, and Operations 
101), System Restoration Workshop, and Market Settlements 301, Additional 
topics may be developed as needs are identified and delivered in person or via 
synchronous on-line training (WebEx). Additionally, asynchronous training, or 
on-line on-demand training, covering many ofthe above topics will be available 
on the PJM website or through the PJM LMS 24/7. 

• Transmission and generation operational personnel who will be communicating 
with and carrying out directives from the PJM control center will need to be 
identified along with a company designated Training Liaison (role ofthe Training 
Liaison is outlined in Manual M-40). Information and assistance will be provided 
regarding PJM Certification for this audience. It will be necessary for this group 
to individually earn their PJM Certification credential (Transmission or 
Generation) prior to the integration date. 

• Duke operators will need to maintain or acquire a NERC Certification 
(Transmission Operator, RC, or TO/BI) prior to integration in PJM. 

• If necessary, an additional course will be developed for existing PJM members to 
provide an overview of changes and highlight specific business rule and 
application changes (if any) related to the Duke integration. 

• The Dispatch Training system at PJM will be used to train dispatchers on the new 
systems. Duke_will need to assist in training PJM System Operators on the 
nuances ofthe Duke_system. 

NERC and Regional Compliance 

1. NERC Certification 
• PJM will request from RFC and NERC that a certification team be constituted to 

certify PJM as the RC, TOP, and BA for the Duke footprint. 
• Certification process will likely involve field visits to PJM and Duke as part ofthe 

process. 
• The certification process will likely occur in late 2011, just ahead of the 

integration date. 
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• PJM will need to demonstrate that it has the processes, tools, and properly trained 

personnel to execute the integration. 
2. NERC Registration 

• Duke will drop its registration as a TOP and re-register as a TO as most ofthe 
existing transmission owning member of PJM have done. 

Outage Planning 

1. Transmission Outage 
• Prior to integration, transmission outages must be entered directly into eDART in 

accordance with the timing in the current PJM Transmission ticket outage rules 
highlighted in "System Operations" section 7.2 "eDART Transmission Outage 
Ticket" above. 

• As the Reliability Coordinator, PJM has the ultimate approval of transmission 
outage requests in order to maintain system reliability. 

2. Generation Outage 
• Generators within the Duke control zone will enter generation outages directly 

into eDART 30 days prior to integration. 

Membership & Credit 

1. Membership 
• Duke and any entities operating within the Duke area must register as PJM 

transmission customer (point to point), member or affiliate 60 days prior to 
integration. 

Stakeholder Process 

• PJM will schedule Stakeholder meetings in the Duke service territory to discuss 
market integration timing and issues. 

• PJM will utiUze regularly scheduled Committee meetings to discuss and 
recommend or approve any necessary changes for Duke market integration. For 
example: 

o PJM Members Committee (MC) meeting to review OA and OATT 
changes 

o Markets and ReliabiUty Committee (MRC) meeting to review and endorse 
Manual changes prior to MC review 

o Tariff Advisory meeting to review tariff changes 
o TOA-AC meeting to review any changes to transmission rates. 
o NERC OC approval of PJM Reliability Plan 

DOC #596119 10 



Duke Integration Assumptions 
Risks 

• Need to coordinate with Duke to ensure they are able to use their EMS systems as 
backup for generation dispatch in the event of communication problems with the 
PJM EMS via PJMnet. 

DOC #596119 11 
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